
© 2022 Universidad Nacional Autónoma de México, Instituto de Ciencias de la Atmósfera y Cambio Climático.  
This is an open access article under the CC BY-NC License (http://creativecommons.org/licenses/by-nc/4.0/).

Atmósfera 35(4), 651-672 (2022)
https://doi.org/10.20937/ATM.52977

Evaluation of the WRF-ARW model during an extreme rainfall event: 
Subtropical storm Guará

Yasmin Kaore LAGO KITAGAWA1,4, Erick Giovani SPERANDIO NASCIMENTO2,  
Noéle Bissoli PERINI DE SOUZA1, Pedro JUNIOR ZUCATELLI1, 

Prashant KUMAR4, Taciana Toledo DE ALMEIDA ALBUQUERQUE1,3, 
Marcelo ROMEIRO DE MORAES5 and Davidson MARTINS MOREIRA1,2*

1Universidade Federal do Espírito Santo (UFES), Vitória, Espírito Santo, Brazil.
2Centro Integrado de Manufatura e Tecnologia (SENAI CIMATEC), Salvador, Bahia, Brazil.
3Universidade Federal de Minas Gerais (UFMG), Belo Horizonte, Minas Gerais, Brazil.
4Global Centre for Clean Air Research (GCARE), Department of Civil and Environmental Engineering, Faculty of 

Engineering and Physical Sciences, University of Surrey, Guildford GU2 7XH, United Kingdom.
5Universidade Federal do Pampa (UNIPAMPA), Bagé, Rio Grande do Sul, Brazil.
*Corresponding author; email: davidson.moreira@fieb.org.br

Received: September 11, 2020; accepted: March 24, 2021

RESUMEN

El presente estudio simula un evento inusual de lluvia extrema ocurrido en la ciudad de Salvador, Bahía, 
Brasil, el 9 de diciembre de 2017, que se denominó tormenta subtropical Guará y tuvo una precipitación 
de aproximadamente 24 mm en menos de 1 h. Se realizaron simulaciones numéricas utilizando el mo-
delo Weather Research and Forecasting (WRF) en tres dominios con resoluciones horizontales de 9, 3 y 
1 km. Se evaluaron diferentes combinaciones de siete esquemas de microfísica, tres cumulus y tres capas 
límites planetarias en función de su capacidad para simular la precipitación horaria durante este evento 
de lluvia. Los índices estadísticos (MB = –0.69; RMSE = 4.11; MAGE = 1.74; r = 0.55; IOA = 0.66, y 
FAC2 = 0.58) y los gráficos de series temporales mostraron que las configuraciones más adecuadas para 
este evento meteorológico fueron las de Mellor-Yamada-Janjić, Grell-Freitas y Lin para los esquemas 
de capa límite planetaria, cumulus y microfísica, respectivamente. Los resultados se compararon con 
los datos medidos en las estaciones meteorológicas ubicadas en la ciudad de Salvador. El modelo WRF 
simuló bien la llegada y ocurrencia de este evento climático extremo en una región tropical y costera, 
considerando que la región ya tiene características convectivas intensas y está constantemente influen-
ciada por brisas marinas, las cuales podrían interferir con los resultados del modelo y comprometer el 
desempeño de las simulaciones.

ABSTRACT

This study simulates an unusual extreme rainfall event that occurred in Salvador city, Bahia, Brazil, on De-
cember 9, 2017, which was named subtropical storm Guará and had precipitation of approximately 24 mm 
within less than 1 h. Numerical simulations were conducted using the Weather Research and Forecasting 
(WRF) model over three domains with horizontal resolutions of 9, 3, and 1 km. Different combinations of 
seven microphysics, three cumulus, and three planetary boundary layer schemes were evaluated based on their 
ability to simulate the hourly precipitation during this rainfall event. Statistical indices (MB = –0.69; RMSE = 
4.11; MAGE = 1.74; r = 0.55; IOA = 0.66; FAC2 = 0.58) and time series plots showed that the most suitable 
configurations for this weather event were the Mellor-Yamada-Janjić, Grell-Freitas, and Lin formulations for 
the planetary boundary layer, cumulus, and microphysics schemes, respectively. The results were compared 
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with the data measured at meteorological stations located in Salvador city. The WRF model simulated well 
the arrival and occurrence of this extreme weather event in a tropical and coastal region, considering that 
the region already has intense convective characteristics and is constantly influenced by sea breezes, which 
could interfere in the model results and compromise the performance of the simulations.

Keywords: atmospheric modeling, WRF model, extreme rainfall, northeastern Brazil, physical parameter-
ization.

1. Introduction
Northeastern Brazil experiences a semiarid climatic 
regime, and over 80% of the area often decrees a 
state of public emergency due to extreme drought. 
However, most of the population lives along the 
coast, where the rainfall regime can occur intensely 
or depend on several ocean-atmosphere processes, or 
a combination of these factors (Kouadio et al., 2012). 
The occurrence of heavy rain and storms in the region 
typically causes flash floods, power outages, damage 
to road structures, and material and human losses; 
therefore, these extreme weather events are highly 
disruptive to the urban system and pose a major 
challenge to the government and society. 

Some adaptive measures have been implemented 
to prevent and mitigate these weather conditions, 
and convection-permitting models (CPM) have been 
appropriate to characterize extreme rainfall events. 
Forecasting centers have successfully improved the 
precision in representing this severe weather envi-
ronment using CPM, however, computational costs 
to implement these models are higher compared 
to numerical weather prediction (NWP) models 
that use parameterization schemes to represent 
convection (Clark et al., 2016; Chan et al., 2018; 
Woodhams et al., 2018). Even though, accurately 
representing any extreme weather event with re-
alistic temporal and spatial distribution remains a 
challenge in NWP studies, particularly over coastal 
and tropical areas with intense convective character-
istics that can change rapidly due to the influences of 
land-sea breezes and mesoscale systems (Hariprasad 
et al., 2014; Salvador et al., 2016; Surussavadee, 
2017). The Center for Weather Forecasts and Cli-
mate Studies of the Brazilian National Institute for 
Space Research (CPTEC/INPE) provides informa-
tion regarding weather conditions by employing a 
modeling domain that covers South America (Chou 
et al., 2005, 2014; Solman et al., 2013). However, 
global and hemispheric models cannot represent the 

local to regional characteristics of the spatiotempo-
ral variability of precipitation; therefore, regional 
models are preferable for properly representing 
physical processes. As such, local information could 
be more valuable to local urban planners for manag-
ing more efficient solutions. Doppler Weather Radar 
(DWR) data are a vital source of information for 
studying the characteristics of mesoscale systems 
(Gao et al., 1999; Kim and Lee, 2006, but the lack of 
adequate observational data has prompted numerous 
researchers to apply mesoscale numerical models 
for identifying the mesoscale features and studying 
the evolution and propagation of extreme rainfall. 
Furthermore, the present heavy precipitation predic-
tion capabilities are limited due to the uncertainties 
in the initial state, coarse resolution, and physics 
parameterization techniques of the model (Bei and 
Zhang, 2007; Hally et al., 2014).

The mesoscale numerical Weather Research 
and Forecasting (WRF) model, which is an ad-
vanced atmospheric model, allows users to select 
physics and dynamics settings that can be more 
suitable for a given region, and has gained wider 
popularity due to its various applications that aid 
the performance of numerical experiments, al-
lowing a better understanding of the atmospheric 
dynamics of some episodes or phenomena such as 
precipitation, heat and cold events, pollution, wind 
cycles, and severe storms. However, some physical 
processes cannot be described by traditional fluid 
mechanics equations; therefore, several researchers 
have undertaken the development of a parameter-
ization that can effectively describe the spatial and 
temporal evolutions of these processes (Chen et 
al., 1996; Koren et al., 1999; Chen and Dudhia, 
2001; Salvador et al., 2016). It is widely agreed 
that the best model configuration will depend on 
the studied area and time of the year, and relevant 
research has been mainly conducted in tropical and 
mid-high latitudes (Jiménez et al., 2006; Balzarini 
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et al., 2014; Carvalho et al., 2014; Ekström, 2015; 
Banks et al., 2016; Sharma et al., 2016; Avolio et 
al., 2017; Powers et al., 2017; Imran et al., 2018; 
Lian et al., 2018; Tymvios et al., 2018), with few 
studies conducted in tropical and coastal regions 
or lower latitudes (Hariprasad et al., 2014; Boadh 
et al., 2016; Gunwani and Mohan, 2017; Penchah 
et al., 2017).

Salvador city, the capital of the state of Bahia, 
Brazil, experiences the highest number of natural 
disasters associated with intense rain on the coast 
of the northeast region of the country, and rainfall 
is mostly concentrated between April and July (Rao 
et al., 1993). The occurrence of intense rain is very 
rare outside this period. However, the Guará cyclone/
subtropical storm occurred on December 9, 2017, 
originating from a strong decrease in atmospheric 
pressure between the coast of southern Bahia and 
northern Espírito Santo state. The cyclone caused 
strong winds that devastated several areas of the 
city, and waves of up to 5 m, according to the Bra-
zilian Navy. Therefore, to analyze this event in the 
metropolitan region of Salvador (MRS), 63 runs 
using different combinations of seven microphys-
ics (MP), three cumulus (CU), and three planetary 
boundary layer (PBL) schemes with a very fine 
resolution (1 km) were conducted to elucidate the 
most suitable physical parameterization scheme for 
this extreme rainfall event over an urban-coastal 
area. This extreme rainfall event was selected since 
it can be difficult for the model to depict such abrupt 
changes in atmospheric behavior (Surussavadee, 
2017). Therefore, this case study was conducted to 
evaluate parameterizations in a coastal region during 
extreme rainfall by comparing the modeled results 
with data obtained at meteorological stations. Few 
studies have evaluated the parameterizations used in 
the WRF model under extreme rainfall conditions 
over coastal regions, even though the coastal zone 
of Brazil extends for over 8500 km. 

The remainder of this paper is organized as fol-
lows. Section 2 presents the methodology, with a de-
scription of the meteorological event, WRF physical 
parameterization schemes, and statistical indices used 
in the evaluation of the model performance. Section 3 
presents and compares the numerical results to exper-
imental data. Finally, the conclusions are presented 
in section 4.

2. Methodology
2.1 Description of the observed meteorological 
event
The MRS, which is an urban-industrial and coastal 
area formed by 13 cities with a total population of 
over four million inhabitants, was affected by a sub-
tropical storm, Guará, on December 9, 2017. During 
this event, 23.6 mm of precipitation were measured 
within 1 h (between 17:00 and 18:00 LT) at the Bra-
zilian National Institute of Meteorology (INMET) 
meteorological station located in Salvador (Fig. 1), 
the largest city and capital of Bahia state. The hot-
test day of 2017 was also recorded on the same day 
(34.9 ºC) at INMET and International Airport stations. 
The high temperatures associated with humidity 
originating from the Amazon region and ocean inten-
sified the cloudiness, and heavy rain with lightning 
struck the region. According to the Brazilian Navy 
Hydrography Center, a frontal system moved from 
the Atlantic Ocean (east) to the MRS (west), with a 
minimum atmospheric pressure of 998 hPa and wind 
speed of 74 km h–1 (~ 20 m s–1), which caused strong 
wind fields and rainfall over the MRS. The South At-
lantic Convergence Zone (SACZ) exerts its greatest 
influence over Brazil during the end of spring and 
summer, and can extend from the Amazon basin to the 
subtropical Atlantic Ocean, provoking rainfall over the 
north, central-west, and southeast regions (Carvalho 
et al., 2004). During the analyzed episode, the syn-
optic weather charts indicated the presence of SACZ 
over 15 consecutive days, and mainly acted over the 
midwest-southeast and northeast Brazil, where the 
presence of the SACZ is considered anomalous.

2.2 WRF physical parameterization schemes and 
modeling setup
Moisture, heat, and momentum exchange within the 
planetary boundary layer through mixing associated 
with turbulent eddies that influence the evolution of 
lower-tropospheric thermodynamic and kinematic 
structures. However, such eddies operate on spatio-
temporal scales that cannot be explicitly represented 
on the grid scales and time steps employed in most 
NWP models. Therefore, their effects are expressed 
through mathematical equations, which are also 
called physical parameterization schemes (Stensrud, 
2007). The conventional parameterizations in the 
WRF model include the longwave and shortwave 
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radiation, PBL, surface layer (SL), cumulus (CU), 
and microphysics (MP) schemes.

The MP parameterization scheme controls the var-
ious types of precipitation processes and humidity by 
modifying the air temperature based on the interac-
tion between clouds and radiation, and the absorption 
and latent heat release due to the phase changes of 
water. The impact of MP schemes on the subtropical 
storm Guará was examined using seven MP options 
in the WRF model: Kessler, Lin, WRF single-mo-
ment 3 (WSM3), WRF single-moment 5 (WSM5), 
WRF single-moment 6 (WSM6), Eta and Goddard 
schemes. They are categorized as bulk schemes, and 
usually represent the size distributions of particles, 

referred as hydrometeors species, through gamma 
distribution functions that use the mixing ratio and/
or the number concentration (Li et al., 2008; Com-
in et al., 2018; Lee and Baik, 2018). Thus, one of 
the major differences between the MP schemes is 
related to the number of hydrometeors considered 
as prognostic variable, namely: water vapor (v), 
cloud droplets (c), rainwater (r), cloud ice (i), snow 
(s), and graupel (g). Kessler is a simple warm cloud 
scheme that considers v, c, and r classes. The others 
are mixed-phase schemes that evolved from Kessler 
and are considered more sophisticated because more 
numbers of hydrometeors are used (Skamarock et 
al., 2008). However, sophisticated schemes are not 

0°
10

°S 12
°S

13
°S

14
°S

20
°S

30
°S

12
.6

°S
12

.8
°S

13
.0

°S

38.6°W 38.4°W 38.2’°W 38.0’°W

50°W 40°W 39°W 38°W 37°W40°W 30°W

Fig. 1. Location of Bahia State in Brazil (upper left) and the domains 
used in the simulations (upper right). Meteorological stations in Sal-
vador City (green dots) and the major cities of the MRS. BTS means 
Bay of All Saints, which is the second largest coastal bay in Brazil.
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synonym of meaningful improvements, that is why it 
is recommended to perform an evaluation to establish 
the cost benefit of longer simulations and computa-
tional expense due to the use of more sophisticated 
schemes (Jeworrek et al., 2019). 

The CU schemes are responsible for the sub-grid 
effects of convective and/or shallow clouds as a 
consequence of larger-scale processes. Thus, these 
schemes are responsible for the distribution of mois-
ture and heat that influence clouds formation and pre-
cipitation prediction. Theoretically, CU schemes are 
not activated for fine grid sizes, because it is assumed 
that regional models are able to resolve organized 
convection. Thus, in the present work, Kain-Fritsch 
(KF), Betts-Miller-Janjić (BMJ) and Grell-Freitas 
(GF) schemes were only activated on the coarsest 
grid (D01) and switched off on the finer grids (D02 
and D03). KF and GF are mass flux parameteriza-
tions, from which the former has been widely used 
by operational applications (Zheng et al., 2016). It is 
based on the early version of KF, that used a relatively 
simple cloud model (Skamarock et al., 2008). The 
latter is based on the Grell-Devenyi scheme, and was 
formulated to be used in high resolution mesoscale 
models. It was developed through experiments over 
South America, using the Brazilian version of the 
Regional Atmospheric Modeling system (BRAMS) 
(Grell and Freitas, 2014), which could be more re-
alistic for our study. BMJ scheme is an adjustment 
type scheme that uses reference profiles from a field 
campaign at the tropical Atlantic Ocean from Africa 
to South America in 1974, to adjust vertical profile 
of temperature and humidity (Janjić, 2000). 

The PBL parameterization schemes represent the 
vertical sub-grid scale fluxes, known as eddies, due 
to turbulence that can be generated by buoyancy or 
shear throughout the entire grid column, and not just 
in the boundary layer. The treatment of the moisture, 
heat, and momentum exchange processes in the PBL 
by the WRF considers the order of turbulence closure 
and whether the employed mixing approach is local 
or non-local. Among the three PBL schemes evalu-
ated in this study, the Yonsei University (YSU) is a 
first-order non-local scheme that uses information 
of multiple vertical levels to determine a variable 
at a given point. The non-local vertical fluxes are 
reached by adding a non-local gradient adjustment 
term to the local gradient for any prognostic variables 

(Hong et al., 2006). The non-local approach has been 
suggested to be better because they would be able to 
account the amount of turbulence generated by large 
vortices, as opposed to the local closure schemes, 
which only use the variables of vertical levels that 
are directly adjacent to the given point. To overcome 
this deficiency, higher orders of treatments have 
been developed (Mellor and Yamada, 1982), such as 
the Mellor-Yamada-Janjić (MYJ) scheme, which is 
one-and-a-half order local closure. The Asymmetric 
Convective Model 2 (ACM2) considers both ap-
proaches depending on the stability conditions, which 
hypothetical would be an ideal scheme (Kolling et 
al., 2013). Like YSU, ACM2 has an eddy diffusion 
component in addition to the explicit nonlocal trans-
port. The SL schemes calculate the friction velocities 
and exchange coefficients used in the calculation of 
surface heat and moisture fluxes by the land surface 
models and surface stress in the PBL schemes. As 
some PBL schemes are tied to a unique SL scheme, 
three SL schemes were used in the simulations: Eta 
to MYJ, MM5 to YSU, and PX to ACM2 (Skamarock 
et al., 2008).

As the simulations were conducted for an extreme 
rainfall event, this work considered combinations of 
different PBL, CU, and MP schemes. The selection 
of the MP scheme influences the spatial pattern of 
rainfall, while the selection of the PBL and CU pa-
rameterization schemes influences the magnitude of 
rainfall in the WRF model during extreme rainfall 
events (Chawla et al., 2018; Singh et al., 2018, Song 
and Sohn, 2018). The non-local PBL closure schemes 
simulate heavy rainfall events more correctly close to 
the sea, while other configurations more accurately 
predict rainfall in mountainous terrains (Avolio and 
Federico, 2018). Although no scheme uniformly rep-
resents well all atmospheric conditions (Shin et al., 
2012), the most suitable physical parameterization 
ensemble that represents the atmosphere dynamics 
over a region must be elucidated. Therefore, 63 sim-
ulations using different combinations of MP, CU, and 
PBL schemes were evaluated based on their ability 
to simulate hourly precipitation during the extreme 
rainfall event. The physical parameterization schemes 
were selected based on whether they directly influ-
enced the representation of precipitation production 
by the model. As no previous studies had assessed 
the MRS using the WRF model, the most common 
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parameterization schemes found in literature were 
tested. Furthermore, the study was conducted using 
version 3.9 of the WRF model with the Advanced 
Research WRF (ARW) dynamical solver. The me-
teorological data were obtained from NCEP Final 
Analysis (FNL) with a grid resolution of 0.25 × 0.25º 
every 6 h (NCEP, 2015). The MODIS land-use dataset 
was used, which is the default land-use dataset of the 
WRF. The simulations were set to run from December 
5 to 10, 2017. The model was run with three nested 
domains and grid resolutions of 9 km (D01), 3 km 
(D02), and 1 km (D03; see Fig. 1). The domain of 
interest (D03) had a horizontal resolution of 1 km and 
23 vertical levels with the model top set to 50 hPa. 

An overview of the physical and spatial configuration 
of WRF is shown in Table I. The references of each 
option available in the WRF model can be found in 
its manual and in Skamarock et al. (2008).

2.3 Evaluation of the model performance 
The model performance was evaluated by comparing 
the hourly observed and modeled data. The latter was 
extracted from the grid point nearest to the latitude 
and longitude of the ground weather stations in D03, 
whose locations are displayed in Fig. 1. These were 
INMET (13.01 ºS, 38.52 ºW, 51.41 m above the 
ground) and the Airport (12.91 ºS, 38.33 ºW, 19.51 
m above the ground). The former is represented by 

Table I. Details of the physical parameterization schemes and spatial configuration adopted in the WRF 
simulations.

Domain D01 D02 D03

Horizontal resolution 9 km 3 km 1 km

Domain cell numbers 39 × 39 × 23 60 × 60 × 23 132 × 132 × 23

Domain size 11.18º-14.33º S
36.66º-39.92º W

359 × 359 km

11.99º-13.61º S
37.58º-39.25º W

180 × 180 km

12.18º-13.37º S
37.78º-39.00º W

132 × 132 km

Longwave radiation Dudhia scheme (option 1)

Shortwave radiation Rapid Radiative Transfer Model (option 1)

Land surface scheme Noah land-surface model (option 1)

Microphysics (MP) Kessler (option 1)
Lin (option 2)
WRF single-moment 3 (WSM3) (option 3)
WRF single-moment 5 (WSM5) (option 4)
WRF single-moment 6 (WSM6) (option 6)
Eta scheme (option 4)
Goddard (option 7)

Cumulus (CU) Kain-Fritsch (KF) (option 1)
Betts-Miller-Janjić (BMJ) (option 2)
Grell-Freitas (GF) (option 3)

Planetary boundary
layer (PBL)

Mellor-Yamada-Janjić (MYJ) (option 2)
Yonsei University (YSU) (option 1)
Asymmetric Convective Model 2 (ACM2) (option 7)

Surface layer (SL) Eta similarity (option 2)
MM5 (option 1)
Pleim-Xiu (PX) (option 7)
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the following observed meteorological parameters: 
wind speed at 10 m (WS10), wind direction at 10 m 
(WD10), temperature at 2 m (T2), relative humidity 
at 2 m (RH2), and precipitation (RAIN).

The following statistical indices recommended 
by Zhang et al. (2012) and Emery et al. (2001) were 
computed: mean bias (MB), standard deviation of 
the modeled data (SD), root-mean-square-error 
(RMSE), mean absolute gross error (MAGE), cor-
relation coefficient (R), index of agreement (IOA), 
and the fraction of predictions within a factor of two 
observations (FAC2). The MB, RMSE, and MAGE 
are indices related to the errors and deviations of 
the model. Therefore, high-quality simulations have 
values closer to zero. R, IOA, and FAC2 are indices 
of association and agreement between modeled and 
observed data, with zero indicating an absence of 
correlation and values closer to 1 indicating a strong 
correlation. As wind direction is a circular variable, 
the errors should be calculated considering the short-
est angular distance between the modeled and ob-
served data (Jiménez and Dudhia, 2013). Therefore, 
for wind direction, if the observed or modeled value 
was greater than 180º, 360 was subtracted. 

The indices are presented as Taylor diagrams 
(Taylor, 2001) and soccer plots in the following 
section. The different markers and colors represent-
ed the 63 simulations. The numbers in the Taylor 
diagrams represent the combination of the PBL and 
CU schemes, while the colors represent the different 
MP schemes, with 01, 02, 03, 04, 05, 06, 07, 08, and 
09 indicating MYJ-KF, MYJ-BMJ, MYJ-GF, YSU-
KF, YSU-BMJ, YSU-GF, ACM2-KF, ACM2-BMJ, 
and ACM2-GF, respectively. In addition, the best 
configuration is identified through a scoring proce-
dure, following Somos-Valenzuela and Manquehu-
al-Cheuque (2020). The configuration with the best 
score receives a value of 1, adding a unit to the next, 
while the worst score receives a value of 63. This 
procedure is repeated for each station and parameter. 
Finally, the score is summed, and the configuration 
with the lowest value is the one with the best perfor-
mance for the variable.

3. Numerical results
The results of the simulations conducted with the 
WRF model during the passing subtropical storm 

Guará are presented to elucidate whether the meso-
scale model could capture this extreme rainfall event. 
The performance of the parameterization schemes 
considering wind speed, wind direction, temperature, 
relative humidity, and rainfall is first presented, fol-
lowed by the spatial distribution of the wind fields 
and precipitation.

3.1 Parameterization schemes performance
3.1.1 Wind speed results 
Figure 2 shows the comparison soccer plot for the 
RMSE and MB statistical metrics of WS10 from the 
INMET and Airport meteorological stations. 

The very low wind speed values registered at the 
INMET ground station were due to the presence of 
vegetation and hills surrounding the station. Over 
built areas, the presence of obstructions slows down 
the wind speed, and besides the WRF model was 
formulated for mesoscale systems. To have a better 
agreement with observed wind speed over built 
areas, it is suggested to turn on the urban physics 
schemes that use lower values for land surface 
parameters (Martilli et al., 2002; Sarmiento et al., 
2017). Therefore, by comparing the WRF results 
with the INMET data (Fig. 2a), the statistical error 
indices (RMSE and MB) did not agree well, and all 
runs were overestimated. 

Figure 3 shows the WS10 comparison Taylor dia-
gram for the SD (blue line) and R (black line) statistical 
metrics. The highest positive correlation (R = 0.68) 
was obtained for the MYJ-KF-Eta configuration (ID 
01, pink marker), while the most negative correlation 
(R = –0.73) was obtained for the MYJ-BMJ-WSM6 
ensemble (ID 02, purple marker) for the INMET sta-
tion. The IOA and FAC2 did not exceed 0.60 and 0.50 
for any simulation, as suggested by Emery et al. (2001) 
and Hanna and Chang (2012), respectively, as these 
are conservative benchmarks that consider analyses 
over simple terrains and rural areas. 

The best statistical indices for WS10 were related 
to the Airport station, where the different combination 
schemes exhibited similar deviations. However, the 
simulations using the ACM2-PBL scheme (regardless 
of the type of CU parameterization used) exhibited 
the smallest deviations for both stations (Fig. 2). 

The Taylor diagram (in Fig. 3b) indicates there 
were significant differences between the results. The 
simulations using the MYJ-PBL scheme with KF 
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(ID 01) and GD (ID 03) had the highest R values for 
WS10, with the best scores achieved by the MYJ-KF-
Kessler (R = 0.76, IOA = 0.74, FAC2 = 0.75), MYJ-
KF-WSM6 (R = 0.75, IOA = 0.75, FAC2 = 0.83) and 
MYJ-GF-Lin (R = 0.72, IOA = 0.72, FAC2 = 0.71) 
configurations. Additionally, all simulations using 
the YSU-PBL scheme, and most simulations with 
ACM2-PBL scheme did not achieve an IOA value 
of over 0.60, regardless of the CU and MP schemes. 

3.1.2 Wind direction results 
Figure 4 shows a comparison soccer plot for the 
MAGE and MB statistical metrics at the INMET 
and Airport meteorological stations for WD10. The 
observed WD10 values were more similar between 
both stations, with most winds originating from the 
north, northeast, and northwest directions. According 
to the WRF results, the majority of simulated wind 
direction had a positive bias (clockwise) during the 
period, with a mean error varying between 0º and 20º. 
The lowest deviations were obtained for the MYJ-
GF-Lin configuration for INMET station (brown dia-
mond in Fig. 4a), and MYJ-GF (diamond markers in 
Fig. 4b), regardless of the MP parameterization used 
for the Airport station. Emery et al. (2001) indicate 
that the MB and MAGE of WD10 should be less than 
± 10º and 30º, respectively, while Kemball-Cook et 
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the red line represents the statistical benchmarks suggested by Kemball-Cook et al. (2005) over complex terrains (MB ≤ ± 
1.5 m s-1 and RMSE ≤ 2.5 m s-1).
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al. (2005) stated that MAGE should be below 55º 
over complex terrains. 

The largest amount of FAC2 values greater than 
0.5 for INMET station were achieved for the simula-
tions using the GF-CU scheme, even though a single 
configuration was emphasized for the Airport station. 
The highest IOA values were associated with MYJ-
KF-Lin (IOA = 0.67) for the INMET station, and 
YSU-GF-Kessler (IOA = 0.70) for the Airport station.

Figure 5 shows the WD10 comparison Taylor 
diagram for the SD (blue line) and R (black line) 
statistical metrics at the INMET and Airport meteo-
rological stations. 

The R-values were very low as the analysis of 
this parameter is critical due to the sudden change in 
wind direction. The highest correlation values were 
achieved for the MYJ-KF-Lin (ID 01, orange marker; 
R = 0.48) and ACM2-BMJ-WSM3 (ID 08, yellow 
marker; R = 0.60) configurations for the INMET 
(Fig. 5a) and Airport (Fig. 5b) stations, respectively. 
Both configurations also exhibited reasonable agree-
ment indices (MYJ-KF-Lin: IOA = 0.67, FAC2 = 0.46; 
ACM2-BMJ-WSM3: IOA = 0.63, FAC2 = 0.42).

3.1.3 Temperature and relative humidity 
Figure 6 shows an hourly comparison of T2 between 
observed and modeled data at the INMET station on 
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660 Y. K. Lago Kitagawa et al.

December 9, 2017, which was the hottest day in 2017 
registered in the region, with a thermal amplitude of 
11.8 ºC. This great variation could be challenging 
for the model to emulate, even though most of the 
simulations could depict this oscillation (Fig. 6).

Statistical indices showed that the mean errors 
were acceptable, with most of the simulations meet-
ing the criteria suggested by Emery et al. (2001), 
which are more conservative than those suggested 
by Kemball-Cook et al. (2005). Additionally, IOA 
and FAC2 values of ≥ 0.80 and ≥ 0.50 are also rec-
ommended, respectively, which were met by most 
simulations, excluding the BMJ CU and ACM2 PBL 
schemes. The combination of both schemes (ACM2 
+ BMJ) achieved the worst R and IOA values for T2. 
The results of T2 were very uniform for MYJ-PBL 
and YSU-PBL (except using Eta-MP), which also 
produced the smallest deviations and highest agree-
ment index values, together with the GF-CU scheme.

Figure 7 shows the T2 comparison Taylor diagram 
for the SD (blue line) and R (black line) statistical met-
rics at the INMET and Airport meteorological stations. 

The highest correlation values were achieved by 
the YSU-GF-WSM5 (R = 0.92, IOA = 0.93, FAC2 
= 1.00) and MYJ-GF-WSM6 (R = 0.91, IOA = 0.95, 
FAC2 = 1.00) for the INMET and Airport stations (ID 
06-03, purple and green markers in Figs 7a-b). There-
fore, the GF-CU scheme with the MP-WSM series is 
a suitable combination of physical parameterization 
schemes in the WRF model for studies that mainly 
aim to evaluate temperature, such as those assessing 
the urban heat island effects.

Figure 8 shows the RH2 comparison soccer plot 
and Taylor diagram for the MAGE, MB, SD, and R sta-
tistical metrics at the INMET meteorological station. 

RH2 data were only available at the INMET 
station, where the relative humidity varied between 
47 and 93%, with an average of 75%. None of the 
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simulations met the error benchmarks recommend-
ed by Emery et al. (2001) and Kemball-Cook et al. 
(2005) (Fig. 8a). In contrast, all simulations met 
FAC2 ≥ 0.50 and IOA ≥ 0.60. The lowest deviations 
were achieved by the simulations that used the YSU-
PBL scheme with the KF and GF-CU schemes (ID 
04-06 with orange [Lin], green [WSM5], and purple 

[WSM6] markers in Fig. 8b). Therefore, despite the 
moderate deviations, the values of the agreement 
indices were high, with the best score achieved by 
YSU-GF-WSM6 (R = 0.93, IOA = 0.96, FAC2 = 
1.00) due to the good results achieved for T2.

Table II shows the configuration of PBL, MP, 
and CU schemes that were highlighted considering 
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the statistical indices for WS10, WD10, T2 and RH2 
and each station. The scoring procedure was used for 
the selection of each configuration. The MYJ-PBL 
and GF-CU schemes could be reasonable for evalua-
tions related to wind direction and relative humidity, 
whereas the YSU- PBL and WSM6-MP schemes for 
temperature. 

3.1.4 Rainfall results 
In the WRF model, rainfall is based on two variables: 
RAINC and RAINNC, which are the rainfall pro-
duced by cumulus parameterization and grid-scale 
processes, respectively. Therefore, the total rainfall 
would be the sum of the variables RAINC and RAIN-
NC. However, as the cumulus parameterization was 
switched off under D02 and D03, the sole contributor 
to the total rainfall under these domains was the vari-
able RAINNC. Additionally, the hourly precipitation 
has to be subtracted from the previous hour because 
both are cumulative variables. 

Figure 9 shows the time-series of RAIN from 
INMET data (observed) and numerical simulations 
of subtropical storm Guará over MRS on December 
9, 2017 with different MP, PBL, and CU schemes 
using data from D03 (the domain of interest). The 

Table II. Physical parameterization schemes highlighted 
for each parameter and station using the WRF model.

Parameter INMET station Airport station

WS10 ACM2-GF-WSM3 MYJ-KF-WSM6
WD10 MYJ-KF-Lin MYJ-GF-Goddard

T2 YSU-KF-WSM6 YSU-BMJ-WSM6
RH2 MYJ-GF-Eta -

Fig. 9. Time-series of RAIN from the INMET data (observed) and numerical simulations of subtropical storm Guará 
over MRS on December 9, 2017, with different MP, PBL, and CU schemes.
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rain gauge at INMET station registered 23.6 mm of 
rainfall within 1 h (between 17:00-18:00 LT), and 
accumulated daily precipitation of 40.80 mm. 

The MYJ-GF, YSU-KF, and YSU-GF schemes 
(depending on the MP scheme adopted) were able to 
simulate the precipitation peaks with time lags and 
quantitative errors (Fig. 9c, d, f).

The MYJ-GF-Goddard, with a value of 7.7 mm, 
and MYJ-GF-Lin, with a value of 7.1 mm, produced 
reasonable rainfall values at the same time as the 
storm. However, the MYJ-GF-Goddard configuration 
reported the occurrence of rainfall 3 h before the 
event. The other MYJ-GF ensembles (Fig. 9c) depict-
ed the storm with a time lag of 1 h, and their results 
decreased in the following order MYJ-GF-Kessler 
(15.2 mm) and MYJ-GF-Lin (12.8 mm), followed 
by WSM6 (6.7 mm), WSM3 (5.6 mm), WSM5 (4.3 
mm), Goddard (2.5 mm) and Eta (1.8 mm). 

The YSU-KF case (Fig. 9d) also achieved reason-
able results. However, the occurrence of rainfall was 
simulated to occur an hour after the event. The MP-
Lin produced a rainfall value of 13.8 m, and Goddard 
produced a value of 5 mm at 19 h. YSU-KF-Goddard 
(16.2 mm), WSM6 (10.9 mm), Lin (8.3 mm), WSM5 
(8.1 mm), Kessler (3.5 mm), and WS3 (2 mm) also 
simulated precipitation values, but with a time lag of 
2 h. The MP-Eta configuration did not produce any 
rainfall. The WSM5 and WSM6 exhibited similar 
behavior, except for WSM3. The YSU-GF ensembles 
(Fig. 9f) also exhibited some peaks in the time-series 
plots; however, the rainfall values were smaller than 
the results obtained using YSU-KF.

Although all simulations underestimated the ob-
served precipitation value, the smallest errors were 
achieved by the MYJ-GF and YSU-KF schemes. By 
analyzing the agreement indices, low IOA values 
were achieved, with the MYJ-GF-Lin ensemble 
achieving the highest IOA value of 0.66 (R = 0.55). 
However, some combinations, such as MYJ-BMJ-
WSM3 (R = 0.87) and ACM2-GF-WSM6 (R = 0.84), 
achieved higher R-values than MYJ-GF-Lin. This 
was because the simulated precipitation value was 
zero, which agreed with most of the daily observed 
data but is not representative, thereby demonstrating 
the importance of not only considering the statistical 
metric values but also the time-series assessment.

The GF-CU scheme also showed the best agree-
ment with observations in terms of shape and intensity 

of the precipitation for finer resolutions in the study 
of Jeworrek et al. (2019). These authors related it 
to the maximum threshold of 0.9 for the convective 
coverage of a grid cell that prevents the scheme from 
turning itself off entirely. Despite the cumulus param-
eterization being switched off in D03, its activity can 
affect the rainfall patterns at a finer resolution (Kwon 
and Hong, 2017). The BMJ-CU scheme did not depict 
the occurrence of this subtropical storm (also seen 
through spatial plots [not shown]). The inability to 
produce any significant convective precipitation by 
the BMJ-CU scheme could be caused by the adjust-
ment processes through the reference profiles, that 
would depend on available moisture in the form of 
precipitation. The effectiveness of this scheme is 
limited in regions with little moisture, less rainy or 
semiarid zones (Gilliland and Rowe, 2007; Sikder 
and Hossain, 2016). MYJ-KF schemes also presented 
poor results, according to Jeworrek et al. (2019). The 
KF-CU scheme had a weaker precipitation feature 
and was delayed in time. 

The WRF results also showed that PBL schemes 
played a role in the precipitation production because 
PBL-ACM2 (Fig. 9g-i) also did not depict the oc-
currence of the rainfall, regardless of the MP and 
CU schemes used. Various previous studies already 
pointed out that non-local schemes (e.g., YSU and 
ACM2) portray phenomena that occur into the PBL 
more accurately than local schemes (e.g., MYJ and 
BouLac) because they take into account the effect 
of larger turbulent eddies (Xie et al., 2012; Cohen et 
al., 2015). However, it is worth to mention that these 
studies were not carried out in the same climatologi-
cal conditions as in our study, where the PBL scheme 
that presented the best agreement with hourly rainfall 
(and also with wind direction and relative humidity) 
was MYJ. This agrees with findings by Madala et al. 
(2016), who showed that the thermo-dynamical pa-
rameters of local-TKE closures were better simulated 
than non-local closures during thunderstorms over an 
Indian region. The authors informed that the genera-
tion of instability in the model due to the convective 
process is highly influenced by turbulence diffusions 
that are efficiently represented by the TKE local 
closures, leading to a realistic representation of the 
development of instability of pre-storm atmospheres, 
and a better simulation of various thunderstorm en-
vironments. Similar results can be seen in Wang et 
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al. (2014), who found that local schemes had better 
agreement with observations than non-local schemes 
during the East Asian summer monsoon. 

Further examination was conducted based on the 
accumulated daily precipitation, as this work aimed 
to elucidate the most suitable physical parameteriza-
tion scheme for characterizing an extreme rainfall 
event over the urban-coastal area of MRS. Therefore, 
Figure 10 compares the accumulated daily precipi-
tation of configurations simulated only by MYJ-GF 
and YSU-KF with all MP schemes. Since none of 
the other simulations produced any significant pre-
cipitation, the results from these simulations will not 
be discussed further. The analysis reveals that both 
schemes with MP-Goddard and MP-Lin produced the 
closest values to the daily observed data, especially 
MYJ-GF-Goddard (28.07 mm day–1) and MYJ-GF-
Lin (24.17 mm day–1).

The best agreement of the MYJ-GF-Goddard 
configuration to the accumulated daily precipitation 
is related to the fact that this scheme simulated an an-
ticipated rainfall, which occurs from !4:00 LT, which 
it is not realistic, since the subtropical storm reached 
Salvador city at 17:00 LT. Meanwhile, the configu-
ration using YSU-KF was 1-h delayed (Figure 11). 
Thus, it can be noted that PBL-MYJ, CU-GF and 
MP-Lin configurations exhibited the most suitable 
agreement with the observed precipitation data. 

3.2 Spatial distribution of wind fields and precipi-
tation
For the WRF model sensitivity analyses, spatial plots 
of rainfall with wind fields at 10 m were produced to 
analyze the capture and displacement of subtropical 
storm Guará over the region. Figure 12 presents the 
spatial plots of hourly precipitation with wind fields 

40.8

19.38
24.17

6.42 6.52
2.58

14.89

28.07

4.00

23.37

2.19
8.14

0.08

11.16

22.74

0

10

20

30

40

50

Observed Kessler Lin WSM3 WSM5 Eta WSM6 Goddard

Accumulated daily precipitation (mm)

MYJ-GF YSU-KF

Fig. 10. Comparison of the daily accumulated precipitation on December 
9, 2017, at INMET station for MYJ-GF and YSU-KF with all MP schemes.

45
40
35

25

15

5
0

0 3 6

A
cc

um
ul

at
ed

 P
re

ci
pi

ta
tio

n 
(m

m
)

9 12
Hour

15 18 21

30

20

10

0
2
4
6
8

10
12
14
16
18
20
22
24

0 3 9 12
Hour

15 18 216

Observed
MYJ-GF-Lin
MYJ-GF-Goddard
YSU-KF-Lin
YSU-KF-Goddard

Fig. 11. Comparison of the accumulated (left) and hourly (right) precipitation simulated by the 
PBL-MYJ and YSU, CU-GF and KF, and MP-Lin and Goddard configurations to observed 
rainfall on December 9, 2017 at INMET station. 



665WRF-ARW model during an extreme rainfall event

–12.2
5 p.m. local time 6 p.m. local time 7 p.m. local time

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–12.2

–12.4

–12.6

–12.8

–13.0

–13.2
–38.8 –38.6 –38.4

0 5 10 15 20 25 30 35 40 45 50 55 60 (mm)

–38.2 –38.0 –38.8 –38.6 –38.4 –38.2 –38.0 –38.8 –38.6 –38.4 –38.2 –38.0

Fig. 12. Spatial distribution of the hourly modeled precipitation with wind fields at 10 m at D03 at 17:00 (left), 18:00 
(center) and 19:00 (right) LT for all runs using MYJ-PBL and GF-CU with different MP schemes.



666 Y. K. Lago Kitagawa et al.

at 10 m between 20:00 and 22:00 UTC (17:00 and 
19:00 LT, respectively) at D03 using MYJ-PBL and 
GF-CU schemes. The choice to show the spatial plots 
of all runs is to investigate the effect of MP schemes, 
and also to eliminate the spatial component as the pre-
cipitation previous results were compared to a single 
rain gauge for the entire region. The others were not 

included as the WRF model presented almost no rain 
or differences between scenarios.

It is simple to distinguish the most suitable MP 
schemes by visual comparison for this event. The 
arrival of the subtropical storm was reasonably 
depicted by Lin, WSM6 and Goddard MP schemes 
(Fig. 12e-g), which reproduced the evolution of this 
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(center) and 19:00 (right) LT for all runs using MYJ-PBL and GF-CU with different MP schemes.
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Fig. 13. Average contribution of MP and CU schemes to the precipitation of each 
domain using PBL-MYJ, CU-GF, and MP-Lin configuration. Spatial plots are 
depicted at 19:00 LT.
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subtropical storm throughout the hours, with Lin sim-
ulation yielding the highest total precipitation rates. 
Kessler and WSM5 had similar results and emulated 
the arrival of the event with weak magnitude and 
patterns precipitation (Fig. 12a, b), despite Kessler is 
the least complex scheme used. Meanwhile, WSM3 
and Eta (Fig. 12c, d) awerend delayed and presented 
much weaker precipitation fields, therefore they were 
not suitable for this event. Similar results were found 
in Sun et al. (2019), who conducted experiments of 
a typhoon case in South China. 

The six-class schemes (Lin, WSM6 and God-
dard), which are more complex MP schemes when 
compared to the other schemes used in the present 
study, had better performance for this severe event 
over a Brazilian urban-coastal area. Sikder and Hos-
sain (2016) noted the need to use more complex MP 
schemes for high rainfall events at high resolution 
grids since CU schemes are not explicitly employed. 
Additionally, the inclusion of graupel, which is 
the hydrometeor class that differs from the others, 
produced a more realistic precipitation in the region 
in size and intensity. In Lin and Goddard schemes, 
graupel is assumed to have a constant bulk density 

of 400 kg m–3, whereas for WSM6 of 500 kg m–3. 
However, they also differ in other parameters of the 
gamma distribution function (Adams-Selin et al., 
2013; Han et al., 2013). This analysis revealed that 
again the most suitable configuration for this weather 
event was MYJ, GF, and Lin for PBL, CU and MP 
schemes, respectively, since these schemes appeared 
to have the most suitable location, shape and intensity 
of the precipitation. 

Figure 13 displays the spatial distribution at 19:00 
LT using the MYJ-GF-Lin configuration, and the 
hourly average contribution of MP and CU schemes 
to the precipitation of each domain.

The coarsest domain (D01; Fig. 13a) yielded the 
lowest rainfall rates, while at a finer resolution (D02 
and D03), where the CU scheme was not activat-
ed, precipitation was directly produced by the MP 
schemes. This agrees with Jeworrek et al. (2019), 
who observed that MP schemes had more impact on 
precipitation production in mesoscale convective cas-
es. This happens because grid-scale rainfall has to in-
crease its processes to compensate the non-activation 
of CU parameterization in the finer grids (Sharma and 
Huang, 2012), thus sub-grid scale motions become 
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better resolved and dominate the total transport and 
precipitation (Fowler et al., 2016).

As the peak rainfall was registered in the region 
between 17:00-18:00 LT, rainfall modeled across the 
entire domain started to be predicted 5 h before the ac-
tual peak, with the highest modeled values occurring 
at 19:00 LT (Fig. 13d). The highest modeled rainfall 
rates were concentrated over the São Sebastião do 
Passé (see S.S.Passé in the spatial distribution of 
Fig.13c) county. Terra Nova and Salvador munici-
palities, especially over the BTS, also were affected 
by the subtropical storm Guará. Additionally, over 
the surrounding areas, where there are large areas 
of vegetation and water bodies, the wind fields were 
smaller and divergent. The wind fields agreed with 
the observed wind roses, which indicates that most of 
the winds originated from the north, north-northeast, 
and northeast areas and blew toward the southwest 
and south-southwest.

The wind rose diagrams (not shown) show that 
frequency distribution of the observed wind origi-
nated from the 25% north, 25% north-northeast, and 
33.3% northeast at the INMET station. Meanwhile, 
the modeled data exhibited a frequency distribution 
of 20.8, 45.8, and 29.6%. The observed frequency 
distribution at the Airport station was 33.3% north, 
16.7% north-northeast, and 16.7% northeast, while 
that of the modeled data was 25, 41.7, and 33.3%, 
respectively. Therefore, the WRF results could depict 
the same wind sectors with variations in the percent-
age of frequency distribution and wind magnitudes. 

4. Conclusions
Abrupt changes in the atmosphere over coastal-trop-
ical sites are one of the most challenging aspects of 
atmospheric modeling, particularly for precipitation. 
Results indicate that the WRF model performed well 
in the simulation of an extreme rainfall event, i.e., 
the Guará subtropical storm. Although several studies 
have already been conducted on this subject in other 
regions, the best model configuration will depend on 
the area under analysis. This constitutes the first study 
evaluating physical parameterization schemes over 
the MRS in Brazil, using the WRF model. 

Several configurations combining different PBL, 
CU, and MP schemes were tested in our study. Al-
though the results are based on a single case study, 

significant differences could be seen on the hourly 
variation of meteorological parameters. The PBL-
MYJ, CU-GF, and MP-Lin schemes were selected to 
generate the spatial and temporal distribution plots, 
and the wind roses, as this combination agreed with 
the main variable best. The precipitation production 
was majorly influenced by the microphysics scheme 
when compared to the cumulus scheme in D01. The 
model represented well the arrival and occurrence of 
this extreme weather event in a tropical and coastal 
region, considering that the region already had in-
tense convective characteristics and was constantly 
influenced by sea breezes, which could interfere in 
the model results and compromise the performance 
of the simulations. The WRF model could represent 
phenomena that occur in the PBL reasonably well, 
justifying its application at an urban scale. Over the 
past 15 years, the MRS region has experienced indus-
trialization and urbanization, which may have caused 
the weather station to become poorly located. Fur-
thermore, one rain gauge was available for the entire 
region to compare with the WRF data, indicating that 
the model validation could be better conducted with 
more observational data, which is a limitation of the 
study. The results demonstrate that schemes must be 
thoroughly validated using additional experimental 
observations, such as Light Detection and Ranging 
and Sonic Detection and Ranging measurements. In 
addition, future work should include the analyses of 
more cases, and also other environmental conditions 
to reach definitive conclusions in the use of the se-
lected schemes.
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