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RESUMEN

El huracán Otis (HO) ocurrió en el Pacífico tropical oriental (PTO), intensificándose rápida e inesperada-
mente, y tocó tierra cerca de Acapulco a las 06:25 UTC del 25 de octubre de 2023 como huracán categoría 
cinco. Los pronósticos meteorológicos nacionales (PMN), tanto el oficial como los no oficiales, fallaron en 
la predicción del desarrollo, la trayectoria y la intensificación del HO. Para analizar las razones que causaron 
este fallo de los PMN, realizamos dos experimentos utilizando el modelo Weather Research and Forecasting 
(WRF), con datos del Global Forecast System (GFS) y la quinta generación del reanálisis atmosférico del 
ECMWF (ERA5) como condición inicial (CI). Nuestros resultados mostraron que algunos campos del GFS, 
como humedad relativa, energía potencial convectiva disponible e incluso la temperatura superficial del mar 
fueron más favorables para el desarrollo y la intensificación de la perturbación en comparación con ERA5. 
Sin embargo, la estructura tridimensional del campo de viento en el PTO del GFS no contribuyó al desarrollo 
inicial del HO. Además, exploramos la sensibilidad del WRF a diferentes configuraciones del modelo para 
simular la trayectoria y la intensidad del huracán utilizando un sistema acoplado océano-atmósfera compuesto 
por el WRF y un modelo tridimensional de circulación del océano basado en Price-Weller-Pinkel. Nuestros 
experimentos numéricos implican modificaciones en la CI, parametrizaciones de cumulus (PC), coeficientes de 
rugosidad, resoluciones espaciales, diferentes pasos de tiempo y un modelo acoplado idealizado. Las pruebas 
de sensibilidad revelan la importancia del esquema de PC, donde el Kain-Fritsch fue el único que ayudó a 
simular el HO adecuadamente, así como el incremento de la resolución espacial. Además, el acoplamiento 
océano-atmósfera mejora la predicción del tiempo de llegada a tierra y la ubicación del HO. A pesar de esto, 
ningún experimento capturó la intensidad o la rápida intensificación del HO. 

ABSTRACT

Hurricane Otis (HO) occurred in the eastern tropical Pacific (ETP), intensifying rapidly and unexpectedly, 
making landfall near Acapulco at 06:25 UTC on October 25, 2023 as a category five hurricane. Official and 
unofficial national weather forecasts (NWF) failed to predict HO’s development, trajectory, and intensifica-
tion. To analyze the reasons for the failure of the NWF, we conducted two experiments using the Weather 
Research and Forecasting (WRF) model, with Global Forecast System (GFS) and fifth-generation ECMWF 
atmospheric reanalysis (ERA5) data as initial condition (IC). Our results showed that some fields in the GFS 
data, such as relative humidity, convective available potential energy, and even sea surface temperature, were 
more favorable for the development and intensification of the disturbance compared to ERA5. However, the 
three-dimensional structure of the wind field in the ETP in GFS did not contribute to the initial development 
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of HO. Additionally, we explored the WRF’s sensitivity to different model configurations to simulate the 
trajectory and intensity of the hurricane using a coupled ocean-atmosphere system composed of WRF and a 
three-dimensional upper-ocean circulation model based on Price-Weller-Pinkel. Our numerical experiments 
involve modifications in the IC, cumulus parameterizations (CP), roughness coefficients, spatial resolutions, 
different time steps, and an idealized coupled model. The sensitivity test reveals the significance of the CP 
scheme, where the Kain-Fritsch was the only one that helped simulate the HO properly, altogether with in-
creased spatial resolution. Furthermore, ocean-atmosphere coupling improves the prediction of the landfall 
time and location of the HO. However, no experiment captured the intensity or rapid intensification of HO. 

Keywords: Hurricane Otis development, initial condition, ERA5 reanalysis, cumulus parameterization 
scheme, coupled ocean-atmosphere system, WRF-PWP.

1. Introduction
Tropical cyclones (TC) are atmospheric phenomena 
that form over the ocean. Depending on their category, 
determined by the conditions of their development and 
evolution, they can exhibit high destructive power due 
to intense winds and heavy precipitation, leading to 
floods, landslides, and storm surges (Emanuel, 2003; 
Samala et al., 2013). The primary impacts of TC occur 
in coastal regions; however, depending on the specific 
conditions of each event, they could go further into the 
land, magnifying the damage. These phenomena affect 
the population through property loss and, quite often, 
human casualties. The damage to public infrastructure 
hinders access to essential services, creating unsanitary 
conditions in the affected areas and increasing the risk 
to public health. Due to its geographical location, Mex-
ico is vulnerable to the impact of these phenomena, 
whether they originate from the Atlantic Ocean and 
the Caribbean Sea or the Pacific Ocean.

The lifespan of a TC, from genesis to dissipation, 
is on the order of hours to days. Consequently, it is 
paramount to have an accurate and timely forecast 
of this evolution in both trajectory and intensity, to 
adopt appropriate measures to save the integrity of 
the population and limit potential impacts. Numer-
ical weather prediction (NWP) models, capable of 
simulating realistic scenarios of extreme atmospheric 
phenomena, are becoming a crucial tool in atmo-
spheric sciences for decision-making and protection 
of the general population. The Weather Research 
and Forecasting model (WRF; Skamarock et al., 
2008) is the most widely used among these models, 
serving scientific purposes and regional operational 
meteorological forecasting.

The role of the ocean in the time evolution of a 
TC is crucial since turbulent surface heat, momentum 

fluxes, and variations in sea surface temperature 
(SST) mediate the interaction between the ocean and 
the atmosphere across several time scales (Dorman 
et al., 2006). Indeed, tropical cyclogenesis and its 
fully developed form into a TC results from these 
mass, heat, and momentum exchanges across the 
ocean-atmosphere interface. Heat and moisture fluxes 
influence the intensification of a TC (Bruyère et al., 
2012), while the SST field modulates its trajectory 
(Katsube and Inatsu, 2016). Therefore, it is essential 
to estimate these fluxes accurately in the simulation 
of such phenomena (Emanuel, 1995), requiring the 
inclusion of an active ocean component. 

Ideally, three-dimensional models for ocean and 
atmosphere components are necessary for coupled 
ocean-atmosphere simulations, as demonstrated by 
various articles in the literature. For instance, Trent 
(2007) uses a one-dimensional mixing layer model 
(Price et al., 1986) coupled with WRF to simulate 
Hurricane Katrina (2005). The study concluded that 
a one-dimensional model cannot adequately represent 
the coupled system, recommending the analysis of 
this effect with three-dimensional models. Mooney 
et al. (2016) analyzed Hurricane Irene (2011) using 
an atmospheric model coupled to a one-dimensional 
mixing layer model based on Pollard et al. (1973). 
The coupling to the Regional Ocean Modelling Sys-
tem model (ROMS; Shchepetkin and McWilliams, 
2005; Haidvogel et al., 2008) resulted in a closer 
performance to what was observed immediately after 
the hurricane’s passage, while the one-dimensional 
model did not properly represent the ocean recov-
ery towards the conditions before the hurricane’s 
passage. 

In this context, it is essential to mention that using 
a fully three-dimensional coupled ocean-atmosphere 
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model is not trivial because of its high computational 
cost and complexity in fine-tuning and maintaining. 
Therefore, it is customary to run the WRF model in 
atmospheric mode by simply prescribing the SST 
field and omitting the coupling to a full-fledged 
ocean model. An alternative is to couple WRF to a 
mixed-layer ocean model with different thermody-
namic and dynamic approximation degrees. Thus, 
cheaper and more realistic simulations from the at-
mospheric mode option can be obtained by carefully 
selecting the physical parameterizations that best 
represent the atmosphere-ocean interactions. 

An important WRF feature is its wide range of 
parameterizations representing physical processes. 
Currently, numerous studies focus on analyzing the 
sensitivity of the WRF to changes in its configura-
tion. For example, how the model skill increases (or 
decreases) using a combination of different schemes 
for microphysics, cumulus, radiation, and planetary 
boundary layer; how the model performance is af-
fected by using different data in the initial conditions, 
different horizontal and vertical resolution, as well 
using nesting (e.g., Gbode et al., 2019; Sun and Bi, 
2019; Varga and Breuer, 2020; Singh et al., 2021; 
Aquino-Martínez et al., 2023). 

The representation of clouds, convection, and the 
associated radiative properties are crucial in deter-
mining the atmosphere’s evolution on different time 
scales. The processes occurring with clouds result in 
nonlinear effects on atmospheric circulation. There-
fore, the choice of a cumulus convection scheme 
will impact not only the hydrological cycle but also 
the large-scale flows due to the release of latent heat 
and the vertical transport of momentum, sensible 
heat, and water vapor (e.g., Yao and del Genio, 1999; 
Arakawa, 2004; Yang et al., 2015).

 Several authors analyze the performance of 
different cumulus convection parameterizations in 
the evolution of tropical cyclone studies (Davis et 
al. [2010], Chandrasekar and Bajali [2012], Torn 
and Davis [2012], Biswas et al. [2014]). Among the 
various cumulus parameterizations employed, Ka-
in-Fritsch (Kain, 2004) and Tiedkte (Tiedkte, 1989; 
Zhang et al., 2011) stood out, showing the best results 
in trajectories and intensity.

At this moment, it is impossible to establish a 
specific WRF parameterization configuration as 
the best set, given that atmospheric characteristics 

vary according to the specific features of the region 
of interest and the type of phenomenon to analyze. 
Therefore, it is necessary to run some tests to find the 
configuration that better represents our case study.

Here we analyze the case of Hurricane Otis (HO), 
which rapidly and unexpectedly made landfall near 
Acapulco City as a category five hurricane. In the 
days leading up to the landfall, the operational avail-
able national weather forecast (NWF), including the 
official NWF issued by the Servicio Meteorológico 
Nacional (SMN) and the unofficial NWF issued 
by Instituto de Ciencias de la Atmósfera y Cambio 
Climático (ICAyCC), failed in predicting the HO 
trajectory and intensification. Forecasts kept simulat-
ing the system (HO) over the ocean for several days 
with no displacement towards the coast. This issue 
was present in the forecast initialized at 00:00 UTC 
on October 23 and 24, 2023. The true nature of HO 
and its potential danger only became apparent when 
a Hurricane Hunter aircraft flight (only one flight) 
conducted two eye penetrations into the hurricane 
at 19:00 and 20:00 UTC on October 24. The actual 
intensity far exceeded the estimates derived from 
satellite image analysis. 

This study aims to analyze the reason(s) for the 
failure of official and unofficial NWFs (SMN and 
ICAyCC). Both forecasts use the Global Forecast 
System (GFS) as the initial condition (IC). Thus, 
we used WRF with GFS as the IC in an initial ex-
ploratory analysis. As expected, our simulation did 
not adequately simulate HO in agreement with SMN 
and ICAyCC. Afterwards, we replicate the exper-
iment using information from the fifth generation 
of the ECMWF atmospheric reanalysis (ERA5) for 
the IC. Our goal in using ERA5 is not to compare 
the skills of these different databases since clearly, 
ERA5 represents a better atmospheric state due to 
its greater data assimilation window, and, precisely, 
that is our goal. If ERA5 as an IC performs well 
in simulating HO, we can analyze its better atmo-
spheric state representation than that from GFS to 
understand the deficiencies of GFS in representing 
the initial atmospheric structure that led to the local 
forecast failure. In addition to the IC, other essential 
fields in developing storms and tropical cyclones 
were analyzed, such as the environmental steering 
flow, relative humidity (RH), convective available 
potential energy (CAPE), relative vorticity (RV), and 
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kinetic energy (KE). The analysis of the IC revealed 
that the three-dimensional wind field structure of GFS 
in the eastern tropical Pacific did not contribute to 
the initial development of Otis. Despite the RH and 
CAPE being more favorable for the disturbance’s 
intensification than ERA5, the strong vertical wind 
shear from GFS inhibited the initial development of 
the perturbation.

Once we get the HO development by using ERA5 
as an IC, we explore the WRF sensitivity to different 
model configurations to simulate the trajectory and 
intensity of the hurricane, choosing the best model 
configuration. With this best model configuration for 
the WRF, we additionally use a coupled ocean-at-
mosphere system composed of the WRF model and 
a three-dimensional upper-ocean circulation model 
to estimate the effect on the simulation of an active 
idealized ocean. Our numerical experiments involve 
modifications in initial conditions, cumulus param-
eterizations, roughness coefficients, spatial resolu-
tions, different time steps, and an idealized coupled 
model. These model’s sensitivity tests represent the 
first approach to an appropriate setup for simulating 
tropical cyclones in the eastern tropical Pacific, in-
cluding the ocean effect. Sensitivity tests show that 
including ocean-atmosphere coupling reduces the 
error in landfall, although no experiment captured 
intensity or rapid intensification.

We organize the work as follows: Section 2 de-
scribes Hurricane Otis; Section 3 describes the nu-
merical system used, including details about datasets, 
the numerical experiments designs, and the applied 
methods; Section 4 presents the results, and Section 
5 includes discussion and conclusions.

2. Case study: Hurricane Otis
Hurricane Otis occurred in the eastern region of the 
Pacific Ocean from October 22 to 25, 2023. Accord-
ing to the US National Hurricane Center (NHC), HO 
was the strongest hurricane to land in the Eastern 
Pacific. The effects caused by the impact of HO are 
categorized as catastrophic in all aspects, destroying 
or severely damaging the city’s infrastructure: public 
services, energy, telecommunications, commercial, 
and land transportation routes. Additionally, there 
was partial or total destruction of homes and build-
ings, along with the unfortunate loss of human lives. 

In the following days, Acapulco faced a humanitarian 
crisis.

Based on the update from Public Advisory (PA) 
12A of the NHC (NHC, 2023), HO made landfall near 
the city of Acapulco in the Mexican state of Guerrero 
at 06:25 UTC (00:25 LT) on October 25, 2023, as a 
category five hurricane on the Saffir-Simpson Hurri-
cane Wind Scale, with estimated maximum sustained 
winds of 270 km h–1 and a minimum central pressure of 
923 hPa. Going back in time, according to PA3 issued 
by the NHC at 03:00 UTC on October 23, 2023, the 
forecast indicated that HO would make landfall on 
the coasts of Guerrero as a tropical storm, as shown 
in Figure 1. However HO intensified unexpectedly, 
transitioning from a tropical storm at 15:00 UTC 
on October 24 (PA9) to a category five hurricane 
at 03:00 UTC on October 25 (PA12), a period of 
approximately 12 h. 

3. Data and methods
3.1 Description of the coupled system
The numerical simulation system used in this study is the 
WRF-PWP, a coupled ocean-atmosphere system. 
The WRF-PWP components are described below. 

3.1.1 Atmospheric component
The atmospheric model used in this study is the 
Advanced Research WRF, the dynamical core of 
the WRF (Skamarock et al., 2008) v. 3.8.1. The 
WRF model is a state-of-the-art mesoscale weather 
prediction system designed for atmospheric research 
and operational forecasting applications. It is a 
non-hydrostatic model with Eulerian-type equations, 
solved on an Arakawa C-grid in the horizontal and 
terrain-following hydrostatic pressure as a vertical 
coordinate system. The model offers various options 
for physical parameterizations, including micro-
physics processes, cumulus convection, planetary 
boundary layer, surface layer, land surface energy 
exchange, and radiation transfer (both longwave and 
shortwave).

3.1.2 Oceanic component
We use the Price-Weller-Pinkel (PWP; Price et al., 
1986, 1994; Lee and Chen, 2014) model for the 
oceanic component. PWP is a three-dimensional hy-
drostatic and time-dependent upper-ocean circulation 
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model incorporated in the WRF that simulates pro-
cesses in the upper ocean resulting from interactions 
among the complex atmosphere and the simplified 
ocean equations of momentum, temperature, and 
salinity. 
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where V and  are the horizontal current and gradient 
operator; W is the vertical component of velocity; H, 
E and τ are the heat, salinity, and momentum fluxes 
respectively; T and S are the temperature and salinity; 
P is the hydrostatic pressure; and f is the Coriolis 

parameter. A detailed description of the PWP model 
can be reviewed in Price et al. (1986, 1994). 

3.2 Databases
The GFS (NCEP, 2015) is a weather forecast model 
from the National Centers for Environmental Predic-
tion (NCEP) that generates data for dozens of atmo-
spheric and land-soil variables, including temperature, 
wind, precipitation, soil moisture, and atmospheric 
ozone concentration. GFS couples four models (atmo-
sphere, ocean, land/soil, and sea ice) accurately depict-
ing weather conditions. Notice that GFS is forced with 
information from the Global Data Assimilation System 
(GDAS) of the National Centers for Environmental In-
formation (NCEI), which assimilates data from various 
sources such as weather stations, radiosondes, wind 
profilers, aircraft data, buoys, and radars. In Mexico, 
like in many countries, regional operational forecast 
systems use IC from GFS.

On the other hand, the fifth-generation atmospher-
ic reanalysis of the ECMWF (ERA5) is a reanalysis 

Fig. 1. NHC forecast for tropical storm Otis at 03:00 UTC on October 23, 2023 (source: NHC).
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database available from the Copernicus Climate 
Change Service (Hersbach et al., 2023). ERA5 is not 
constrained to issue timely forecasts and assimilates 
information from various global observation sources. 
Because ERA5 data has a 5-day lag concerning the 
current date, it has more time for data collection and 
assimilation. The newly available observations, com-
bined with previous forecasts in an optimal way, pro-
duce the best estimate of the state of the atmosphere. 
In this context, the modeling community commonly 
uses the ERA5 database as the reference data.

The ocean reanalysis database ECCO2 (Mene-
menlis et al., 2005, 2008) utilizes the Massachusetts 
Institute of Technology General Circulation Model 
(MITgcm), with a comprehensive ocean configura-
tion coupled to a sea ice model. ECCO2 employs a 
data assimilation system that integrates information 
from various observation sources and satellite data, 
constraining the model solution while satisfying the 
laws of physics and thermodynamics. This database 
provides information on the three-dimensional 
structure of the ocean, including variables such 
as temperature, salinity, and zonal and meridional 
components of velocity. ECCO2 data are available 
globally on a regular latitude-longitude grid of 
0.25º, with 50 vertical levels distributed from 5 to 
5906.25 m depth. 

NOAA Daily Optimum Interpolation Sea Surface 
Temperature (OISST, commonly known as Reynolds 
SST) v. 2.1 (Reynolds et al., 2007; Banzon et al., 
2016; Huang et al., 2021) is a long-term climate data 
record that incorporates observations from different 
platforms (satellites, ships, buoys, and Argo floats) 
into a regular global grid. The dataset is interpo-
lated to fill gaps on the grid and create a spatially 
complete SST map. Satellite and ship observations 
are referenced to buoys to compensate for platform 
differences and sensor biases.

3.3 Numerical experiment design
First, we reviewed the technical details of the WRF 
model configuration used in simulating the opera-
tional forecast system at the SMN and the ICAyCC. 
Based on this review, we build a similar configuration 
regarding domain dimensions, spatial resolution, 
and physical parameterizations. Subsequently, we 
conducted a series of experiments to analyze the 
model’s sensitivity to changes in its configuration, 

including variations in initial conditions data, spatial 
resolution, and physical parameterizations. In all 
experiments, we use the following physical parame-
terization schemes: YSU (Yonsei University Scheme; 
Hong et al., 2006) for the planetary boundary layer; 
WSM6 (WRF Single-Moment 6-Class; Hong and 
Lim, 2006) for microphysics; RRTM (Mlawer et 
al., 1997) for shortwave radiation; Dudhia (Dudhia, 
1989) for longwave radiation; MM5 (Beljaars, 1995) 
for surface layer, and Noah (Tewari et al., 2004) in 
land surface.

The domain covers Mexico with a spatial reso-
lution of 15 km (15KM; 406 × 245 grid points) on a 
Mercator projection (the extent of the domain can be 
seen in Fig. 2). Horizontally, it remained consistent 
in the coupled system. We discretized the atmosphere 
vertically with 40 levels up to 50 hPa. We analyzed 
the model’s sensitivity to spatial resolution, using 
10 km (10KM; 609 × 348 grid points) and 5 km 
(5KM; 1218 × 736 grid points) spatial resolutions 
while maintaining the same vertical configuration. 

Additionally, we tested different cumulus param-
eterization (CP) schemes. Two of these schemes are 
non-scale-aware: Kain-Fritsch (KF; Kain, 2004) and 
Tiedkte (TK; Tiedtke, 1989; Zhang et al., 2011); and 
two are scale-aware: Grell-Freitas (GF; Grell and 
Freitas, 2014) and multi-scale Kain-Fritsch (MSKF; 
Zheng et al., 2016; Glotfelty et al., 2019). In the ex-
periments at a 5 km spatial resolution, we configured 
an experiment without cumulus parameterization, 
employing only the microphysics scheme (WSM6). 
Regarding the KF scheme, calls to the cumulus rou-
tines were made every 5 min (CUDT5) and at each 
time step (CUDT0). 

We also use two different parameterizations to 
represent the momentum and enthalpy exchange 
coefficients between the ocean and the atmosphere 
through the roughness coefficients. Green and Zhang 
(2012) state that these coefficients influence the 
hurricane’s wind intensity. For this purpose, we used 
option 0 (based on Charnock [1955]) and option 2 
(based on Brutsaert [1975] and Donelan et al. [2004]) 
for the corresponding parameter. This configuration 
is referred to as roughness parameterization (RP).

All simulations started at 00:00 UTC on October 
23, 54 h before HO made landfall, and continued 
for 84 h with hourly outputs. In the first experi-
ment (CTRL), we obtained the atmospheric initial 
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conditions (IC) and boundary conditions (BC) from 
the GFS at 0.25 resolution. Subsequently, we gener-
ated the IC and BC for all simulations using ERA5 
at 0.25 resolution.

In the ATMOS experiments, we used WRF with 
prescribed SST fields from GFS and ERA5, which 
remain constant throughout the simulation. For ex-
periments at a resolution of 15 km, we used time steps 
of 60 s; for experiments at a resolution of 10 km, we 
used time steps of 60 (DT60) and 30 s (DT30); in 
experiments at a resolution of 5 km, we used time 
steps of 15 s.

In the COUPLED experiments, we use the PWP 
model coupled to WRF. PWP automatically generates 
the three-dimensional initial field for temperature 
and salinity from surface fields of these variables 
and the corresponding vertical profiles obtained 
from ECCO2. 

We analyze the model’s sensitivity to different 
SST fields. In some experiments, we used the SST 
available in ERA5 as the surface field; in others, we 
use SST data from OISST at spatial resolutions of 
0.25º and 0.50º. Note that in all COUPLED simula-
tions, we use mean vertical profiles of temperature 
and salinity for October (mean values for 2018-2022) 
linearly interpolated to the depths set in PWP. The 
PWP model obtains the corresponding depth gradi-
ents of temperature from these profiles, adjusting the 
3-D temperature fields for each SST field considered. 
For salinity, we use ECCO2 values at all levels. 
Figure 2 shows GFS, ERA5, OISST 0.25, and OISST 
0.50 SST fields.

We also estimate the sensitivity of the model solu-
tion to changes in the ocean’s vertical structure due 
to an increase in the mixed layer depth. To this aim, 
we prescribed the initial SST to the first 10 levels, 
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Fig. 2. Initial SST fields: (a) GFS at 00:00 UTC on October 23; (b) ERA5 at 00:00 UTC on October 23; (c) OISST 0.25 
daily mean for October 23; (d) OISST 0.50 daily mean for October 23.
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homogenizing thus the temperature in the upper 100 m 
of the water column (HOM.T); we also prescribed 
temperature and salinity together, homogenizing 
thus the density in the HOM.TS. These additional 
experiments result from an analysis of the evolution 
of the 28º isotherm depth obtained from the opera-
tional ocean reanalysis ORAS5 (C3S, 2021), which 
shows a sustained increase of that depth during the 
last decades, implying an increase of available sur-
face heat content in the upper waters of the eastern, 
northern tropical Pacific.

We conducted 33 numerical experiments, sum-
marized in Table I. Notice that each experiment 
name relates to the employed configuration; the 
initial prefix determines whether it is a stand-alone 
atmospheric simulation (ATMOS) or a coupled one 
using WRF-PWP (COUPLED).

3.4 Methods
First, we identify HO’s minimum mean sea level 
pressure (MSLP) value from each experiment, de-
termining its geographical position based on each 
simulated trajectory. Then, we compare our results 
against the information available in the NHC-PA, 
determined as approximate values (at the time 
of writing, the official NHC report has yet to be 
available). For experiments simulating HO making 
landfall, landfall time, and simulated landfall MSLP 
were obtained, and the distance to the reported 
landfall point (LFP) was calculated. Based on the 
information mentioned earlier, the best results 
were determined by those showing the least time 
difference in landfall time and the shortest distance 
to the LFP. From the experiments determined as 
the best results, we obtain the simulated maximum 
wind speed (MWSP) values and compare them with 
available information in the PA. We group the results 
by experiment type (ATMOS and COUPLED) and 
spatial resolution. Maps present trajectories, while 
we show MSLP and MWSP in XY plots.

The environmental steering flow (ESF) is the spa-
tially averaged ambient wind through a thickness of 
the atmospheric layer, starting from 850 hPa, which 
coincides with the TC’s movement (Galarneau and 
Davis, 2012). The ESF analysis involves removing 
the wind field associated with the TC vortex (Neu-
mann, 1979; Fiorino and Elsberry, 1989), which 
comprises contributions from synoptic-scale systems 

and asymmetric circulations induced by the TC itself 
(Holland, 1983; Fiorino and Elsberry, 1989; Wu and 
Emanuel, 1993).

Following Galarneau and Davis (2012), we calcu-
lated the ESF at each level between 850 and 250 hPa 
using 3º, 4º, and 5º radii from the simulated storm 
surface center in each experiment at 3-h intervals. 
Subsequently, for each radius, the ESF is obtained 
for five different atmospheric thicknesses: 850-750, 
850-650, 850-500, 850-400, and 850-300 hPa. In a 
preliminary analysis, we determined that the ESF re-
sults are better with a radius of 3º. For simplicity, we 
keep the same radius for ESF calculations throughout 
the whole simulation. 

Finally, we used the same radius to calculate the 
average RV, KE, RH, and CAPE values for each level 
between the surface and 300 hPa at 3-h intervals. We 
present these results in Hovmöller plots.

4. Results
The experiments fall into ATMOS and COUPLED 
categories, indicating whether WRF uses a prescribed 
SST field or the WRF-PWP is active, respectively. 
Each category has numerical experiments with 5, 
10, and 15 km spatial resolutions. Additionally, we 
divided these categories into subcategories based 
on using specific configurations. All times that we 
use in the analysis are UTC. HO made landfall near 
Acapulco at 06:25 on October 25. Considering this, 
we conducted the analyses for a maximum of 66 h, 
corresponding to 18:00 on October 25 (12 h after 
HO made landfall). 

4.1 Trajectories and mean sea level pressure 
In Figures 3 to 11, the simulated trajectories are 
represented by lines of different colors, with each 
map indicating the corresponding color for each 
experiment. Markers (dots) over the trajectories 
indicate a specific time: black dots correspond to 
00:00, and orange dots to noon. The black line cor-
responds to the trajectory of HO, according to the 
PA, and the numbers to its right indicate the date 
and time (DDHH format) of each position; the pink 
dot on this trajectory represents the location where 
HO made landfall; the star marker (with date/time 
2419) corresponds to the position reported by the 
Hurricane Hunter aircraft flight. Note that simulated 
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trajectories start at 00:00 on October 23, while the 
reported trajectory starts at 03:00.

4.1.1 Experiments at a spatial resolution of 15 ki-
lometers
Figure 3 shows the trajectories of HO. In the CTRL 
experiment, the simulated system showed a slow 
and erratic trajectory during the first 24 h, moving 
later towards the northwest-east while staying over 

the ocean and away from the coast. This behavior is 
consistent with the simulations from the SMN and 
ICAyCC for that date.

On the other hand, when we used the same param-
eterization configuration as in the CTRL experiment 
but using ERA5 as IC (ERA5-KF), these experiments 
simulated a trajectory toward the coast, almost par-
allel to the reported trajectory, making landfall to 
the northwest of Acapulco. Among these, the best 

Table I. Summary of the experiments, based on the different configurations used. 

Experiment name HR
Atmosphere Ocean

IC CP RP DT CUDT SST data HOM

ATMOS_GFS_KF-0_15KM 15 GFS KF 0 60 5 NA NA
ATMOS_ERA5_GF-0_15KM 15 ERA5 GF 0 60 NA NA NA
ATMOS_ERA5_KF-0_15KM 15 ERA5 KF 0 60 5 NA NA
ATMOS_ERA5_KF-2_15KM 15 ERA5 KF 2 60 5 NA NA
ATMOS_ERA5_GF-0_10KM_DT30 10 ERA5 GF 0 60 NA NA NA
ATMOS_ERA5_KF-0_10KM_DT60_CUDT5 10 ERA5 KF 0 60 5 NA NA
ATMOS_ERA5_KF-0_10KM_DT30_CUDT5 10 ERA5 KF 0 30 5 NA NA
ATMOS_ERA5_KF-0_10KM_DT30_CUDT0 10 ERA5 KF 0 30 0 NA NA
ATMOS_ERA5_KF-2_10KM_DT60_CUDT5 10 ERA5 KF 2 60 5 NA NA
ATMOS_ERA5_KF-2_10KM_DT30_CUDT5 10 ERA5 KF 2 60 5 NA NA
ATMOS_ERA5_KF-2_10KM_DT30_CUDT0 10 ERA5 KF 2 60 0 NA NA
ATMOS_ERA5_TK-0_10KM_DT30 10 ERA5 TK 0 30 NA NA NA
ATMOS_ERA5_TK-2_10KM_DT30 10 ERA5 TK 2 30 NA NA NA
ATMOS_ERA5_MSKF-0_10KM_DT30 10 ERA5 MSKF 0 30 NA NA NA
ATMOS_ERA5_MSKF-2_10KM_DT30 10 ERA5 MSKF 2 30 NA NA NA
ATMOS_ERA5_KF-0_5KM_CUDT0 5 ERA5 KF 0 15 0 NA NA
ATMOS_ERA5_WSM6-0_5KM 5 ERA5 NA 0 15 NA NA NA
ATMOS_ERA5_GF-0_5KM 5 ERA5 GF 0 15 NA NA NA
ATMOS_ERA5_MSKF-0_5KM 5 ERA5 MSKF 0 15 NA NA NA
COUPLED_ERA5_KF-0_15KM 15 ERA5 KF 0 60 5 ERA5 NA
COUPLED_ERA5_KF-0_15KM_HOM.T 15 ERA5 KF 0 60 5 ERA5 T
COUPLED_ERA5_KF-0_10KM_CUDT5 10 ERA5 KF 0 30 5 ERA5 NA
COUPLED_ERA5_KF-0_10KM_HOM.T_CUDT5 10 ERA5 KF 0 30 5 ERA5 T
COUPLED_ERA5_KF-0_10KM_HOM.TS_CUDT5 10 ERA5 KF 0 30 5 ERA5 T,S
COUPLED_ERA5_KF-0_10KM_HOM.TS_CUDT0 10 ERA5 KF 0 30 0 ERA5 T,S
COUPLED_OISST_0.50_KF-0_10KM_CUDT5 10 ERA5 KF 0 30 5 OISST 0.50 NA
COUPLED_OISST_0.50_KF-0_10KM_HOM.T_CUDT5 10 ERA5 KF 0 30 5 OISST 0.50 T
COUPLED_OISST_0.50_KF-0_10KM_HOM.TS_CUDT5 10 ERA5 KF 0 30 5 OISST 0.50 T,S
COUPLED_OISST_0.25_KF-0_10KM_CUDT5 10 ERA5 KF 0 30 5 OISST 0.25 NA
COUPLED_OISST_0.25_KF-0_10KM_HOM.TS_CUDT5 10 ERA5 KF 0 30 5 OISST 0.25 T,S
COUPLED_OISST_0.25_KF-0_10KM_HOM.TS_CUDT0 10 ERA5 KF 0 30 0 OISST 0.25 T,S
COUPLED_OISST_0.25_KF-2_10KM_HOM.TS_CUDT0 10 ERA5 KF 2 30 0 OISST 0.25 T,S
COUPLED_OISST_0.25_KF-0_5KM_HOM.TS_CUDT0 5 ERA5 KF 0 15 0 OISST 0.25 T,S

HR: horizontal resolution in km; IC: database for IC for the atmosphere; CP: cumulus parameterization scheme; RP: 
roughness parameterization option; DT: time step in seconds; CUDT: cumulus routine call time; SST data: database for 
SST in ocean IC; HOM: ocean homogenization (T: temperature, S: salinity); NA: does not apply.
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result corresponds to the simulated trajectory in AT-
MOS_ERA5_KF-0, which simulates landfall at 12:00 
(+6H, 6 h after the actual time) at 64.84 km from the 
LFP, while ATMOS_ERA5_KF-2 makes landfall at 
+8H at 99.36 km. In contrast, the worst result corre-
sponds to COUPLED_ERA5-KF0, making landfall 
at +11H at 114.1 km of the LFP; however, the COU-
PLED_ERA5_KF-0_HOM.T experiment improves 
considerably with results of +7H at a distance of 
64.84 km (same distance as ATMOS_ERA5_KF-0).

ATMOS_ERA5_GF-0 simulated a system that 
remained over the ocean with an initial northwest 
displacement. It later changed direction towards the 
northeast without approaching land. Notice that the po-
sition reported by the Hurricane Hunter aircraft marks 
a significant change in the trajectory, with a nearly 
straight path toward the coast from that point onward.

Figure 4 shows the MSLP from experiments 
that made landfall. The colors associated with each 
experiment are consistent with Figure 3; black dots 
represent US National Hurricane Center (NHC) 
data, and the star marker corresponds to the value 
reported by the Hurricane Hunter flight at 19:00 on 
October 24.

All experiments follow the NHC-reported data 
very well in the first 12 h. Subsequently, all ex-
periments show a gradual intensification reaching 
its maximum at 48 h (44 h in COUPLED_ERA5_
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Fig. 3. Simulated trajectories of Hurricane Otis in 15KM 
experiments. Lines of different colors represent trajecto-
ries. The black line corresponds to the trajectory reported 
by NHC. Simulated trajectories start at 00:00 on October 
23, while the reported trajectory starts at 03:00.
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Fig. 4. Simulated MSLP of the experiments at 15KM that made landfall. The colors 
associated with each experiment are consistent with Figure 3. Black dots represent 
NHC data. 
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KF-0_HOM.T). ATMOS experiments show a lower 
MSLP than COUPLED, with the lowest MSLP of 
965.58 hPa simulated in the ATMOS_ERA5_KF-2 
experiment. In comparison, in the COUPLED ex-
periment, the lowest MSLP of 971.4 hPa was in 
COUPLED_ERA5_KF-0_HOM.T. Consistent with 
the above regarding the lowest simulated MSLP, the 
ATMOS experiments landfall with a lower MSLP 
value than the COUPLED ones.

None of the experiments could reproduce the 
rapid intensification in HO, going from 993 to 
923 hPa in 12 h (between 15:00 on October 24 and 
03:00 on October 25). Note that the value reported by 
Hurricane Hunter breaks the trend in MSLP reported 
in previous PAs.

At this point, these results show that the IC is 
crucial in simulating the trajectories. In addition, the 
CP is also important. In ATMOS, using PR option 2 
represented a slightly faster system intensification 
than option 0; however, it increased the distance to 
the LFP and the landfall time. In COUPLED, the 
representation of a partially homogenized ocean 
(HOM.T) improved the result compared to a non-ho-
mogenized one regarding landfall time, distance at 
LFP, and simulated MSLP.

4.1.2 Experiments at a spatial resolution of 10 ki-
lometers 
This section shows the results of the experiments 
where we increased the spatial resolution to 10 km. 
In ATMOS, the sensitivity analysis involves changes 
in the CP, RP, DT, and CUDT (when using KF). 
For COUPLED experiments, we used KF in all ex-
periments along with DT30. The modifications were 
made in the IC for the ocean, using different databases 
(ERA5, OISST 0.25 and OISST 0.50) as the SST field 
and modifications in the vertical structure of the IC by 
total or partial homogenizing the upper ocean levels. 
In addition, we change the RP and CUDT.

4.1.2.1 Atmospheric experiments at a spatial reso-
lution of 10 kilometers 
Figure 5 shows the results from the ATMOS experi-
ments. Experiments with the ERA5_KF configuration 
simulated the trajectory of HO toward the coast. In 
this configuration, DT30 experiments simulated 
landfall with a minor time difference compared to 
their DT60 counterparts, as seen in KF-0_DT60_

CUDT5 (+5H) compared to KF-0_DT30_CUDT5 
(+4H) and KF-2_DT60_CUDT5 (+6H) compared 
to KF-2_DT30_CUDT5 (+4H).

Concerning the increase in CUDT, in the KF-0_
DT30 experiments, the time and distance difference to 
the LFP were reduced, going from +4H and 74.42 km 
in KF-0_DT30_CUDT5 to +2H and 47.73 km in 
KF-0_DT30_CUDT0 (this being the best result in 
the ATMOS set); on the contrary, when we increased 
CUDT in KF-2_DT30, the arrival time remains 
without change, but the LFP distance increased from 
74.42 to 83.91 km.

The modifications in the CP did not yield favor-
able results. When using GF, the trajectory exhibits 
the same behavior as its counterpart at 15 km spatial 
resolution, remaining over the ocean until the end 
of the analysis. In the experiments where we used 
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Fig. 5. Simulated trajectories of Hurricane Otis in ATMOS 
10KM experiments. Lines of different colors represent 
trajectories. The black line corresponds to the trajectory 
reported by NHC. Simulated trajectories start at 00:00 on 
October 23, while the reported trajectory starts at 03:00.
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TK and MSKF, the trajectories show a movement 
towards land but tend to deviate from the reported 
trajectory; at the end of the analysis, the system re-
mains far from the coast.

In general, we observe that when using RP option 
0, the simulated trajectories stay closer to the reported 
trajectory, while using option 2, they move away. This 
behavior is consistent across all CPs.

Figure 6 shows the simulated MSLP that made 
landfall in the experiments. Overall, the MSLP val-
ues from the 10KM experiments are lower than the 
15KM experiments, i.e. the simulated intensifica-
tion was higher using 10 km spatial resolution than 
15 km. In general, we observe that the minimum 
MSLP in KF-2 is lower than in the respective KF-0 
experiments; among these, the DT30_CUDT5 exper-
iments were more intense than the DT60_CUDT5, 
while the DT30_CU0 simulated the highest MSLP 
of all. The minimum MSLP value was simulated in 
KF-2_DT30_CUDT5, reaching 959.1 hPa, which is 
also the experiment that made landfall with the lowest 
MSLP value of 984.94 hPa.

4.1.2.2 Coupled experiments at a spatial resolution 
of 10 kilometers 
Figure 7 shows the trajectories of COUPLED ex-
periments using 10 km spatial resolution. We used 
KF as the CP in the whole set, and all HO simulated 
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Fig. 6. Simulated MSLP of the ATMOS 10KM experiments that made landfall. 
The colors associated with each experiment are consistent with Figure 5. Black 
dots represent NHC data. 
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Fig. 7. Simulated trajectories of Hurricane Otis in COU-
PLED 10KM experiments. Lines of different colors repre-
sent trajectories. The black line corresponds to the trajectory 
reported by NHC. Simulated trajectories start at 00:00 on 
October 23, while the reported trajectory starts at 03:00.
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trajectories made landfall. They follow a similar 
displacement pattern, but landfalling in different 
coastal locations. 

We observe that experiments with a homogenized 
ocean, regardless of the SST used as the surface field 
in the IC, simulated a better approximation in both the 
impact time and distance to the LFP than a non-ho-
mogenized ocean. In congruence with this, the three 
KF-0_HOM.TS_CUDT5 experiments simulated 
landfall at 09:00 (+3H), with ERA5_KF-0_HOM.
TS_CUDT5 being the best approximation, differing 
only 57.88 km from the LFP. Conversely, exper-
iments without homogenization (KF-0_CUDT5) 
show greater arrival time and distance differences. 
In general, trajectories do not show significant sen-
sitivity to using different SSTs to create the IC in the 
ocean, which is more evident in the KF-0_HOM.
TS_CUDT5 experiments.

Regarding the increase in the frequency of calls 
to the CP scheme (CUDT0) applied to the HOM.
TS experiments, the two experiments with this 
configuration represent the best approximations 
of the actual trajectory of HO in all experiments: 
ERA5_KF-0_HOM.TS_CUDT0 simulates landfall 
at a distance of 46.38 km, while OISST_0.25_KF-0_
HOM.TS_CUDT0 makes landfall at 37.71 km, both 
at 08:00 (+2H).

In the simulated MSLP (Fig. 8), most experiments 
simulated MSLP values lower than 967 hPa using the 
KF-0 configuration, with the lowest value observed 
in ERA5_KF-0_HOM.TS_CUDT5 at 959.21 hPa. 
These lower values resulting from the simplified 
coupling ocean-atmosphere influenced the majority of 
experiments making landfall with lower MSLP values 
than the ATMOS_ensemble; ERA5_KF-0_HOM.
TS_CUDT0 made landfall with a value of 983.02 hPa.

Experiments with homogenized upper-level 
oceans (HOM.TS) show higher maximum intensity 
(lower MSLP) at the time of landfall than those 
without homogenization. Notice that, in contrast with 
ATMOS, by increasing CUDT in the COUPLED 
simulations, the KF-0_HOM.TS_CUDT0 experi-
ments simulated a slightly lower maximum intensity 
(approximately 1.5 hPa lower) than the KF-0_HOM.
TS_CUDT5 experiments.

4.1.3 Experiments at a spatial resolution of 5 kilo-
meters 
Figure 9 shows the trajectories. We see that both 
KF-0 experiments simulated the trajectory toward the 
coast, showing the same behavior as its counterpart 
at 10 and 15 km spatial resolutions but showing a 
better approximation to the reported trajectory for 
most of the simulation. In this set of experiments, 
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Fig. 8. Simulated MSLP of the COUPLED 10KM experiments that made landfall. 
The colors associated with each experiment are consistent with Figure 7. Black 
dots represent NHC data. 
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COUPLED was slightly better. Both experiments 
simulate landfall at 39.59 km from the LFP, with 
landfall time in ATMOS at 06:00 (+0H) and 0500 
(–1H) in COUPLED. 

The simulated trajectories in the MSKF-0 and 
WSM6-0 experiments exhibit similar behavior 
toward land but tend to deviate from the reported 
trajectory; at the end of the analysis, both are still 
over the ocean. Finally, the GF-0 experiment, during 
the first approximately 48 h, simulated a northwest-
ward trajectory, later showing a curvature towards 
the southeast. Until the end of the simulation, the 
simulated system remains over the ocean.

Figure 10 shows the MSLP from KF-0 experiments. 
Both experiments show consistent values during the 
first 33 h, with ATMOS slightly intensifying. The AT-
MOS experiment simulated a minimum MSLP value 
of 960.73 hPa. It made landfall with a value of 983.29 
hPa, while the COUPLED experiment simulated a min-
imum of 961.9 hPa and made landfall with a value of 
983.79 hPa. Both experiments simulated lower MSLP 
values than experiments with the same configuration 
but at 10 km resolution. These differences are more 
pronounced in ATMOS than in COUPLED. In ATMOS, 
we observed variations of up to 10 hPa in the simulation 
of minimum MSLP and 5 hPa in the landfall MSLP. In 
COUPLED, the differences in minimum MSLP and 
landfall MSLP are about two hPa.
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Fig. 9. Simulated trajectories of Hurricane Otis in 5KM 
experiments. Lines of different colors represent trajecto-
ries. The black line corresponds to the trajectory reported 
by NHC. Simulated trajectories start at 00:00 on October 
23, while the reported trajectory starts at 03:00.

2300

1000

980

960

940

M
S

LP
 h

P
a

920
2306 2312 2318 2400 2406 2412 2418 2500 2506 2512 2518

Fig. 10. Simulated MSLP of the 5KM experiments that made landfall. The colors 
associated with each experiment are consistent with Figure 9. Black dots represent 
NHC data. 
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Table SI in the supplementary material presents 
a detailed summary of all ATMOS experiments, and 
Table SII of COUPLED experiments, showing the 
MSLP values and the forecast hour at which they 
occurred. Additionally, for experiments that made 
landfall, the MSLP value at the time of landfall is 
reported, along with the time elapsed from the start 
of the forecast and its corresponding landfall time in 
UTC. We also compare the time and distance differ-
ences to the NHC reports. 

4.2 Maximum wind speed at 10 meters
Figure 11 shows the MWSP associated with HO from 
the experiments with the best performance. Gener-
ally, we observe a gradual increase in speeds, reach-
ing maximums of approximately 150-160 km h–1 
in 10KM experiments and 170 km h–1 in 5KM 
experiments. All values between 03:00 and 15:00 
on October 24 are higher than those reported in the 
PA. After their respective peaks, a speed decrease is 
evident, attributed, among other factors, to the hur-
ricane’s interaction with the landmass (Chan et al., 
2001) and the abrupt loss of energy extracted from 
the ocean through latent heat (Wong et al., 2008). 

In the reported values for HO, there is an abrupt 
increase in speed between the reported values in the 
Hurricane Hunter aircraft flight (star marker) and 
the previous point. The reported HO wind speed at 

landfall was 270 km h–1, around 100 km h–1 higher 
than the maximum simulated wind speeds.

Figure 12 corresponds to the simulated wind 
fields at 10 m (vectors and color contours) and 
MSLP (contour lines), giving a horizontal view 
of the HO structure. Each column in this figure 
represents an experiment titled at the top of the 
column: ATMOS_ERA5_KF-0_5KM_CUDT0, AT-
MOS_ERA5_KF-0_10KM_DT30_CUDT0, COU-
PLED_OISST_0.25_KF-0_5KM_HOM.TS_CUDT0 
and COUPLED_OISST_0.25_KF-0_10KM_HOM.
TS_DT30_CUDT0. The upper row corresponds to the 
time (indicated in each image) when the experiment 
simulates the landfall. In the following rows (from top 
to bottom), the images correspond to –2 h concerning 
the upper image and go up to –10 h. As observed in the 
trajectories (see Figs. 7 and 9), the positions in the hours 
preceding landfall are similar in the four experiments. 

The HO’s eye structure and the bands around it 
are consistent between experiments with identical 
spatial resolution. Generally, in experiments at a 
spatial resolution of 5 km, a more compact structure 
of the HO is observed regarding the system’s center, 
while the structure is broader at a spatial resolution of 
10 km. We observe well-defined circles in the images 
at –10H and –8H with MWSP between 120 and 155 
km h–1 in all experiments and some areas with values 
between 155 and 180 km h–1 in 5KM experiments.

2300

280

200

240

160

120

80

M
W

S
P 

km
 h

–1

40

2306 2312 2318 2400 2406 2412 2418 2500 2506 2512 2518

Fig. 11. MWSP simulated in the considered best experiments. MWSP are represented 
by lines of different colors. Black dots represent NHC data. 
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Fig. 12. Wind speed at 10 m (vectors and color contours) and simulated MSLP (contour lines). Column 1: ATMOS_ERA5_
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For the 10KM experiments, from –6H they show 
interaction with the coastal area, causing the circles 
of maximum speeds to begin deforming; in ATMOS, 
the interaction is slightly less, so the structure is still 
better defined. In the subsequent hours, the interaction 
with the coastal areas diminishes the regions with 
maximum speeds around the eye in both experiments. 
Only the COUPLED experiment exhibits areas near 
the coast with speeds exceeding 120 km h–1 2 h before 
landfall. Both experiments show a MWSP value of 
about 120 km h–1 at landfall. 

In experiments at a spatial resolution of 5 km, 
circles with MWSP values of 155 km h–1 remain 
well-structured from –10H to –2H before landfall. 
During this time, in ATMOS, broader areas with 
speeds between 155 and 180 km h–1 are observed, 
while in COUPLED, these are smaller. At landfall, 
both experiments predominantly display maximum 
values of 120 km h–1 but also present a secondary 
area with maximum winds of 155 km h–1.

At landfall time, the simulated systems with a 
spatial resolution of 5 km maintain a more coherent 
circular structure, as indicated by their greater isobars 
density than those observed in experiments at 10 km.

4.3 Analysis of the initial condition
To analyze the differences between the initial atmo-
spheric vertical structure represented in GFS and 
ERA5 that could have influenced HO’s development, 
we obtained a zonal cross-section for variables P 
(pressure perturbation) and V (y-wind component) 
and a meridional cross-section for variables P and U 
(x-wind component). Figure 13 shows the cross-sec-
tions. The first column corresponds to the IC from 
GFS, and the second represents the IC from ERA5. 
Each panel indicates the respective variable. The blue 
box in each image highlights the position of HO.

In ERA5’s zonal P (Fig. 13b), within the blue box, 
there is an area with negative values extending from 
800 to 100 hPa and low P values near the surface. 
Consequently, significant pressure gradients exist at the 
lower and middle levels of the atmosphere, which can be 
directly associated with the vertical structure observed 
in zonal V (Fig. 13d). Here, we observe a well-defined 
wind system, clearly symmetric around the system’s 
center, from the surface to higher atmospheric levels. 
This meridional wind field indicates a low vertical shear, 
favoring conditions for HO’s development.

In GFS (Fig. 13a), we observe negative P values 
from 600 hPa to the top of the atmosphere but with 
lower magnitudes; as a result, the pressure gradients 
are weaker, implying weaker meridional winds. 
Figure 13c shows the zonal cross-section of the V 
field of GFS. The meridional wind system vertical 
structure associated with HO is present from the 
surface up to approximately 550 hPa but with lower 
magnitude values than those from ERA5. Note that 
between 550 and 450 hPa, mainly negative values are 
present, limiting the coherent vertical structure of the 
meridional wind system. Thus, the pattern observed 
in the meridional wind field indicates the presence 
of strong vertical wind shear in the meridional wind 
values of GFS used as IC.

Meridionally, the P field shows a similar behavior 
to the one described zonally: GFS (Fig. 13e) with a 
weak pressure gradient compared to those observed 
in ERA5 (Fig. 13f). In the meridional U field from 
ERA5 (Fig. 13h), we observe the clearly defined and 
symmetric structure of the zonal winds associated 
with HO, from the surface up to higher atmospheric 
levels; in contrast, in the meridional U field from GFS 
(Fig. 13g), the vertical system’s structure is observed 
only up to about 600 hPa, clearly restricted by posi-
tive wind values northward of the center of the initial 
perturbation at the middle and high atmospheric 
levels. Therefore, similar to the zonal-cross sections, 
the vertical distributions of the corresponding wind 
fields indicate lower vertical gradients in ERA5 but 
higher vertical gradients in GFS, favoring conditions 
for storm development in ERA5 and hindering con-
ditions in GFS.

4.4 Analysis of the temporal evolution of environ-
mental factors using GFS and ERA5
Previous studies have shown the importance of the 
interaction between TC circulations and large-scale 
environmental fields, as well as with the ocean 
(Wang, 2002a, b; Wang and Wu, 2004). 

For instance, it is known that SST is crucial for 
providing energy to TCs, influencing their develop-
ment and intensification (Gao et al., 2016). Further 
inspection of Figure 2a, b suggests that SST was not a 
determining factor in the GFS-based forecast failure, 
as comparable magnitudes with those of ERA5 are 
generally observed in the area of the initial perturba-
tion (see also Fig. S6 in the supplementary material).
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[d] Zonal V from ERA5 (m s–1)
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Fig. 13. Cross-section of the initial conditions for P, U, and V, of GFS and ERA5. (a) Zonal cross-section of P from 
GFS. (b) Zonal cross-section of P from ERA5. (c) Zonal cross-section of V from GFS. (d) Zonal cross-section of V 
from ERA5. (e) Meridional cross-section of P from GFS. (f) Meridional cross-section of P from ERA5. (g) Meridional 
cross-section of U from GFS. (h) Meridional cross-section of V from ERA5. The blue box in each image highlights 
the position of HO.



Regarding environmental factors, according to 
various authors (e.g., Chan and Gray, 1982; Chan 
et al., 2002), the ESF is one of the most critical 
factors in determining TC displacement. An ESF 
misrepresentation, mainly due to weak flow, can lead 
to considerable track errors in the forecast (Torn et 
al., 2018; Miller and Zhang, 2019; Ashcroft et al., 
2021). A rapid intensification of a TC occurs when 
favorable environmental conditions are present, such 
as weak vertical wind shear (VWS), high mid-lower 
tropospheric RH, and high CAPE (Kaplan and De-
Maria, 2003; Hendricks et al., 2010; Kaplan et al., 
2010; Shu et al., 2012; Wang et al., 2015). Figure 14a 
shows the ESF of the ATMOS_GFS_KF-0_15KM 
experiment, calculated at each layer between 850 
and 250 hPa. Black arrows indicate the average 
simulated wind values (before storm removal) within 
the same ESF radius, while blue arrows represent 
the ESF. Arrows orientation and length indicate the 
direction and magnitude, respectively. The x-axis 
represents simulation time. Overall, the simulated 
average wind is comparable to the ESF. During the 
first 18 h, a weak ESF is observed between 850 and 
500 hPa, with wind direction varying with pressure. 

At 450 hPa, there is an increase in wind speed, with 
an eastward direction opposite to the direction at 
850 hPa, indicating strong VWS between 450 hPa 
and lower levels. As the hours pass, an increase in 
magnitude is observed at 850 hPa and a decrease in 
upper levels above 500 hPa. This suggests that the 
simulated system begins to develop and increase its 
thickness in the atmospheric column (see Figs. S1 
and S2 in the supplementary material). Despite this, 
the wind direction maintains its changing behavior 
vertically. After hour 30, the ESF vectors are primar-
ily oriented towards the northwest between 750 and 
450 hPa, consistent with the main reported direction 
of the HO. However, starting from hour 48, a clear 
dominant direction towards the west and southwest 
is observed in later hours. This behavior responds to 
the influence of a system associated with Tropical 
Depression 21 (TD21), which moved at mid-levels 
toward the west from the Caribbean Sea (in reality, 
it dissipated over Nicaragua on October 24). This 
system can be observed in Figure 13c, positioned at 
approximately 80 ºW, and its unreal intensification 
and displacement are shown in Figure S2. In the IC 
(see Figure S3), even the system associated with 
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Fig. 14. Wind values calculated at each layer between 850 and 250 hPa within a 3º radius around the simulated storm 
center. Black arrows represent the average wind values (before storm removal), and blue arrows represent the envi-
ronmental steering flow. Arrows orientation and length indicate the direction and magnitude, respectively. The x-axis 
represents simulation time. (a) ATMOS_GFS_KF-0_15KM experiment. (b) ATMOS_ERA5_KF-0_15KM.
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TD21 shows more significant development and mag-
nitude than that of the HO. Figure S3 shows how the 
unreal representation of system TD21 affects the ESF 
of the HO and starts to interact with the simulated 
HO system. In the continuation of the analysis (not 
shown) up to hour 84 of simulation, it is observed that 
both systems enter into a Fujiwhara-type interaction.

On the other hand, Figure 14b shows the results 
of ATMOS_ERA5_KF-0_15KM. In general, the 
direction of the ESF has been consistent at all levels 
since the beginning of the simulation, indicating a 
weak VWS in response to a better-developed sys-
tem throughout the column. As the hours pass, the 
magnitude of the ESF tends to increase at most levels 
while maintaining consistency in direction. Contrary 
to GFS, in the IC from ERA5, TD21 is represented 
with a lower magnitude than HO (Fig. 13d). De-
spite TD21 showing a westward displacement, it 
was smaller than GFS’s (see Fig. S4). However, the 
simulated HO translates toward the coast, implying 
no interaction with TD21, as observed in reality (see 
Figs. S2 and S4).

Regarding other environmental factors, both the 
KE (Fig. 15a) and RV (Fig. 15c) simulated in AT-
MOS_GFS_KF-0_15KM are generally lower than 
those using ERA5 (Fig. 15b, d, respectively). In 
GFS, during the initial hours, weak winds and their 
associated lower KE and RV values and upper-level 
winds make the perturbation development difficult 
despite the larger values of CAPE and RH. This sug-
gests that GFS presented a more significant potential 
for developing a system of greater intensity than 
ERA5 concerning these variables. However, both 
the wind shear and the wind magnitude are crucial 
in controlling the HO initial development.

5. Discussion and conclusions
In this study, we analyze the case of Hurricane Otis 
(HO), which occurred in the eastern region of the 
Pacific Ocean from October 22 to 25, 2023), rapidly 
and unexpectedly making landfall near Acapulco 
City as a category five hurricane. According to the 
NHC, HO was the strongest hurricane to land in the 
eastern Pacific and the first hurricane category five to 
hit the Mexican Pacific coasts. The reported intensity 
far exceeded the estimates derived from satellite 
image analysis. In the previous days, the operational 

available national weather forecast (NWF), including 
official and unofficial NWFs, failed to predict HO 
trajectory and intensification.

TThe main aim of this study is to analyze the 
reasons for the failure of both official and unofficial 
NWFs issued by SMN and ICAyCC, respectively. 
We used GFS as the IC, which we knew a priori gave 
poor results. Afterward, we replicate the experiment 
using information from ERA5 for the IC. Our aim 
in using ERA5 is to analyze its better atmospheric 
representation and how it can help us understand 
the deficiencies of GFS in representing the initial 
atmospheric structure that led to forecast failure. In 
pursuing the mentioned objective, we conducted two 
experiments (ATMOS_GFS_KF-0_15KM and AT-
MOS_ERA5_KF-0_15KM) using only the coupled 
system’s atmospheric component (WRF).

Our results show that although some variables 
in the GFS data, such as RH, CAPE, and even SST, 
were more favorable for the development and inten-
sification of the disturbance compared to ERA5, the 
three-dimensional structure of the wind field in the 
eastern tropical Pacific did not contribute to the initial 
development of HO. A weak ESF at levels below 
500 hPa, corresponding large vertical gradients, and 
a strong shear at 450 hPa, significantly inhibited the 
vertical development of the disturbance associated 
with the HO, constraining its development to lower 
and middle atmospheric levels. Thus, in the early 
hours of the system’s evolution, it is weak with an 
erratic trajectory. When the system’s structure begins 
to organize and move northwestward, an unreal 
interaction with a low-pressure system that moved 
westward from the Caribbean Sea (associated with 
TD21) modifies the simulated HO direction, prevent-
ing its approach to the coast.

The GFS model’s inability to accurately represent 
the wind's state in the atmosphere has direct implica-
tions for the accuracy of tropical cyclone simulations. 
This limitation is particularly evident in the eastern 
tropical Pacific, a critical region where tropical 
storms originate and later develop into cyclones. The 
need for observational data in this region is therefore 
paramount.

As anticipated, the ATMOS_ERA5_KF-0_15KM 
model yielded more promising results. It simulated 
a trajectory that made landfall at 64.84 km from the 
LFP with a lead time of +6H. However, it is worth 
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Fig. 15. Average values of environmental factors within the same ESF radius in each layer. The values 
represent the magnitude at each pressure level; they do not represent the value at the layer thickness. 
(a-b) Kinetic energy. (c-d) Relative vorticity. (e-f) Relative Humidity. (g-h) CAPE. The first column 
corresponds to the GFS experiment, and the second corresponds to the ERA5 experiment.
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noting that despite these improvements, the model 
still struggles to capture maximum intensity and rapid 
intensification. This suggests that further refinement 
is needed to fully exploit the potential of this model 
in improving TC simulations.

Additionally, to analyze the model’s sensitivity 
in simulating the trajectory and intensity of the HO, 
we conducted numerical experiments involving 
modifications in IC for the atmosphere and the ocean, 
spatial resolution, roughness parameterization, CP 
schemes, and different time steps for the temporal 
integration and calls to the CP scheme (only with 
KF). For this purpose, we employed the coupled 
system WRF-PWP. 

Various studies in the literature have shown that 
the trajectory of a hurricane is highly sensitive to the 
choice of CP scheme (Parker et al., 2017; Shepherd 
and Walsh, 2017; Zhang et al., 2017; Saunders et al., 
2019). Consequently, we conducted ATMOS experi-
ments using four different CP schemes to analyze the 
model’s sensitivity in simulating the HO trajectory. 
Our results indicate that KF performed best in sim-
ulating the trajectory, findings consistent with those 
observed by Marras et al. (2017) and Saunders et al. 
(2019). The remaining schemes yielded unacceptable 
results, with GF showing the poorest performance. 
Additionally, we examined how different CP schemes 
responded to changes in the model’s spatial resolu-
tion, conducting a series of ATMOS experiments with 
spatial resolutions of 10 and 5 km. The results did not 
generally show significant changes; only using the 
KF scheme with increased spatial resolution led to 
improved trajectory and simulated MSLP outcomes. 
Notice that the 5 km resolution falls within the so-
called grey zone (Hong and Dudhia, 2012), where we 
need to elucidate whether a CP scheme is necessary 
or must resolve deep convection explicitly. Some 
authors have used scale-aware CP to address this 
issue in recent years (e.g., Kwon and Hong, 2016; 
Mahoney, 2016; Park et al., 2022). Therefore, we also 
analyzed the model’s performance using scale-aware 
GF and MSKF schemes. In these cases, both schemes 
yield unsatisfactory results.

Within KF, we can adjust the time step to call the 
cumulus routines (cudt). We tried calling at every 
model time step (CUDT0) and every 5 min (CUDT5). 
Overall, we get better results in the CUDT0 exper-
iments. 

Regarding roughness, in all experiments where 
we used RP option 2, lower MSLP values were 
simulated compared to the RP option 0 (consistent 
with Green and Zhang [2017] and Greeshma et al. 
[2019]). However, RP option 2 increased the distance 
to the LFP, consistent with the findings of Greeshma 
et al. (2019). 

ATMOS-KF experiments show that increased 
spatial resolution improved outcomes in the simulat-
ed trajectory. For the best results in 15KM, 10KM, 
and 5KM, the corresponding values for the distance 
to LFP are 64.84, 47.73, and 39.59 km; the landfall 
MSLP are 989.85, 988.45, and 983.29 hPa; and the 
landfall-time are +6H, +2H, and +0H. However, 
increasing spatial resolution significantly increases 
the computational time required for the simulation 
(approximately 30 min using a spatial resolution of 
15 km, 1:15 h using 10 km, and 9 h using 5 km).

After establishing the significance of the CP 
scheme and the effects of spatial resolution, the last 
point of our study is to analyze the importance of 
incorporating the effect of an active ocean in the HO 
simulation. For this purpose, we conducted a series 
of COUPLED experiments using the WRF-PWP 
system. We examined the sensitivity of the WRF-
PWP system to different SST fields prescribed as IC 
for the simplified ocean. Additionally, we studied 
changes in the vertical structure of the upper ocean 
layers by increasing the mixing layer’s depth. The 
results indicate that homogenization of the upper 
ocean thermal structure improved the trajectory 
and intensity of HO, which is consistent with the 
findings of Miyamoto et al. (2017) and Fudeyasu 
et al. (2018). A homogeneous density layer with a 
high energy content emerges in the experiments 
with homogenization of both temperature and 
salinity. Consequently, more energy is available 
for the simulated system than in the experiments 
without homogenization, enhancing the trajecto-
ry, intensity, and arrival time. For instance, in the 
non-homogenized ERA5-10KM_CUDT5 experi-
ment, we observed a landfall MSLP of 992.49 hPa, 
with an arrival time of +6H at a distance of 107.08 
km from the LFP.

In contrast, the fully homogenized ERA5_10KM_
HOM.TS_CUDT5 shows a landfall MSLP of 
986.36 hPa, an arrival time of +3H, and a distance of 
57.88 km from the LFP. The partially homogenized 
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HOM.T results lie in between these values. The 
results do not exhibit significant sensitivity to dif-
ferent initial SST fields. Consistent with ATMOS, 
we obtained the best outcomes using CUDT0, with 
significant improvement as the resolution increased.

The best results from the two sets of experiments 
at 10 km were obtained in ATMOS_ERA5_KF-
0_10KM_DT30_CUDT0, which simulated a 
minimum MSLP of 970.91 hPa, a landfall MSLP 
of 988.45 hPa, and a landfall time of +2H at a dis-
tance of 47.73 km from the LFP. On the other hand, 
COUPLED_OISST_0.25_KF-0_HOM.TS_CUDT0 
yielded a minimum MSLP of 963.98 hPa, a landfall 
MSLP of 986.06 hPa, and a landfall time of +2H 
at 37.71 km from the LFP. At a 5 km resolution, 
ATMOS_ERA5_KF-0_5KM_CUDT0 simulated a 
minimum MSLP of 960.73 hPa, a landfall MSLP 
of 983.29 hPa, and a landfall time of +0H, while 
COUPLED_OISST_0.25_KF-0_HOM.TS_CUDT0 
simulated a minimum MSLP of 961.9 hPa, a landfall 
MSLP of 983.79 hPa, and a landfall time of –1H. 
Both experiments were at a distance of 39.59 km 
from the LFP. Our results indicate that COUPLED 
outperformed ATMOS at 10 km resolution across 
various analyses. However, at 5 km resolution, both 
model configurations displayed very similar results; 
the primary distinction was the arrival time, where 
COUPLED simulated landfall 1 h earlier than AT-
MOS.

These model sensitivity tests represent a first 
approach to determining an appropriate setup for sim-
ulating TCs in the eastern tropical Pacific. A second 
stage of the research will address a more in-depth 
analysis of these experiments, including more case 
studies and other data for the IC. Notice that the re-
ported MSLP by NHC indicates a sustained decrease 
in the low pressure associated with HO. Contrary to 
our simulations, there is no sign of a weakening as 
the hurricane interacts with the coast. We consider 
that such evolution, without a sign of weakening, 
is physically impossible. This topic, however, goes 
beyond the objectives of this work. 

We need to address numerous remaining questions 
about HO. An in-depth analysis of the environmental 
factors that contributed to its rapid intensification 
is crucial to understanding its associated processes 
and how we can adequately represent them in NWP 
models. For example, reanalysis data show the 

existence of substantial cyclonic vorticity inputs at 
850 hPa associated with the Tehuanos wind, which 
could have influenced the intensification of the HO.
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Table SI. Summary of the ATMOS experiments. 

Experiment name Minimum MSLP Landfall on October 25

MSLP FT MSLP FT UT TD DD

GFS_KF-0_15KM 957.98 71 NA NA NA NA NA
ERA5_GF-0_15KM 973.04 69 NA NA NA NA NA
ERA5_KF-0_15KM 967.76 48 989.85 60 12 +6 64.84
ERA5_KF-2_15KM 965.58 48 989.98 61 13 +7 95.08
ERA5_GF-0_10KM 973.92 60 NA NA NA NA NA
ERA5_TK-0_10KM_DT30 975.89 60 NA NA NA NA NA
ERA5_TK-2_10KM_DT30 977.9 57 NA NA NA NA NA
ERA5_MSKF-0_10KM_DT30 976.36 53 NA NA NA NA NA
ERA5_MSKF-2_10KM_DT30 971.25 46 NA NA NA NA NA
ERA5_KF-0_10KM_DT60_CUDT5 968.94 47 991.48 59 11 +5 70.57
ERA5_KF-0_10KM_DT30_CUDT5 967.27 46 989.56 58 10 +4 74.42
ERA5_KF-0_10KM_DT30_CUDT0 970.91 45 988.45 56 8 +2 47.73
ERA5_KF-2_10KM_DT60_CUDT5 962.6 46 987.76 60 12 +6 74.42
ERA5_KF-2_10KM_DT30_CUDT5 959.1 47 984.94 58 10 +4 74.42
ERA5_KF-2_10KM_DT30_CUDT0 967.04 46 989.69 58 10 +4 83.91
ERA5_KF-0_5KM_CUDT0 960.73 45 983.29 54 6 +0 39.59
ERA5_WSM6-0_5KM 975.33 55 NA NA NA NA NA
ERA5_GF-0_5KM 970.10 49 NA NA NA NA NA
ERA5_MSKF-0_5KM 973.91 50 NA NA NA NA NA

MSLP: mean sea level pressure; FT: forecast time; UT: UTC time; TD: time difference; DD: distance difference.

Table SII. Summary of the COUPLED experiments. .

Experiment name
Minimum 

MSLP
Landfall on October 25

MSLP FT MSLP FT UT TD DD

ERA5_KF-0_15KM_CUDT5 972.38 48 1002.03 65 17 +11 114.1
ERA5_KF-0_15KM_HOM.T_CUDT5 971.4 44 993.43 61 13 +7 64.84
ERA5_KF-0_10KM_CUDT5 962.94 48 992.49 60 12 +6 107.08
ERA5_KF-0_10KM_HOM.T_CUDT5 963.28 48 989.59 58 10 +4 65.2
ERA5_KF-0_10KM_HOM.TS_CUDT5 959.21 47 986.36 57 9 +3 57.88
ERA5_KF-0_10KM_HOM.TS_CUDT0 960.89 47 983.02 56 8 +2 46.38
OISST_0.50_KF-0_10KM_CUDT5 969.93 48 991.88 59 11 +5 88.39
OISST_0.50_KF-0_10KM_HOM.T_CUDT5 968.14 45 986.18 57 9 +3 60.77
OISST_0.50_KF-0_10KM_HOM.TS_CUDT5 964.68 45 984.9 57 9 +3 60.77
OISST_0.25_KF-0_10KM_CUDT5 966.04 47 989.5 59 11 +5 93.59
OISST_0.25_KF-0_10KM_HOM.TS_CUDT5 962.51 46 984.03 57 9 +3 60.77
OISST_0.25_KF-0_10KM_HOM.TS_CUDT0 963.98 46 986.06 56 8 +2 37.71
OISST_0.25_KF-2_10KM_HOM.TS_CUDT0 962.33 46 986.33 56 8 +2 74.42
OISST_0.25_KF-0_5KM_HOM.TS_CUDT0 961.9 46 983.79 53 5 –1 39.59

MSLP: mean sea level pressure; FT: forecast time; UT: UTC time; TD: time difference; DD: distance difference.
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[b] Meridional U from ERA5 at 12H
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[c] Meridional U from GFS at 24H
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[d] Meridional U from ERA5 at 24H
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[e] Meridional U from GFS at 36H
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[f] Meridional U from ERA5 at 36H
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[g] Meridional U from GFS at 48H
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[h] Meridional U from ERA5 at 48H
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Fig. S1. Cross-section of the wind U component concerning the simulated position at hours 12, 24, 36, and 
48. The first column corresponds to the ATMOS_GFS_KF-0 experiment, and the second corresponds to the 
ATMOS_ERA5_KF-0 experiment.
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[a] Zonal V from GFS at 12H

–133.6
–129.4

–125.1
–120.9

–116.7
–112.5

–104.0
–99.8

–95.5
–91.3

–87.1
–82.9

–78.6
–108.2

100
150
200
250
300

400

500

600

P
re

ss
ur

e 
(h

P
a)

700
750
800
850

950
1000

900

350

450

550

650

[b] Zonal V from ERA5 at 12H
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[c] Zonal V from GFS at 24H
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[d] Zonal V from ERA5 at 24H
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[e] Zonal V from GFS at 36H

–133.6
–129.4

–125.1
–120.9

–116.7
–112.5

–104.0
–99.8

–95.5
–91.3

–87.1
–82.9

–78.6
–108.2

100
150
200
250
300

400

500

600

P
re

ss
ur

e 
(h

P
a)

700
750
800
850

950
1000

900

350

450

550

650

[f] Zonal V from ERA5 at 36H
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[g] Zonal V from GFS at 48H

–133.6
–129.4

–125.1
–120.9

–116.7
–112.5

–104.0
–99.8

–95.5
–91.3

–87.1
–82.9

–78.6
–108.2

100
150
200
250
300

400

500

600

P
re

ss
ur

e 
(h

P
a)

700
750
800
850

950
1000

900

350

450

550

650

[h] Zonal V from ERA5 at 48H
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Fig. S2. Cross-section of the wind V component concerning the simulated position at hours 12, 24, 36, and 48. 
The first column corresponds to the ATMOS_GFS_KF-0 experiment, and the second corresponds to the AT-
MOS_ERA5_KF-0 experiment.
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Fig. S3. Wind maps averaged between 850 and 500 hPa from the experiment 
ATMOS_GFS_KF-0_15KM. The colors indicate wind speed in km h–1. 
Pink dots indicate the simulated surface position of the HO, and arrows 
indicate the direction of the average wind or ESF, within a 3º radius. The 
first column corresponds to the simulated average field (without removing 
the storm), and the second corresponds to the ESF.
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Fig. S4. Wind maps averaged between 850 and 500 hPa from the experiment 
ATMOS_ERA5_KF-0_15KM. The colors indicate wind speed in km h–1. 
Pink dots indicate the simulated surface position of the HO, and arrows 
indicate the direction of the average wind or ESF, within a 3º radius. The 
first column corresponds to the simulated average field (without removing 
the storm), and the second corresponds to the ESF.
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Fig. S5. ESF averaged between 850 and 500 hPa within a 
3º radius around the simulated storm center. Black arrows 
represent the average wind values (before storm removal), 
and blue arrows represent the environmental steering flow. 
Arrows orientation and length indicate the direction and 
magnitude, respectively. The black line corresponds to the 
trajectory of HO according to the PA; the green line cor-
responds to the ATMOS_GFS_KF-0_15KM experiment, 
and the red line to ATMOS_ERA5_KF-0_15KM.

Fig. S6. Simulated trajectories over the SST fields of each experiment. (a) ATMOS_GFS_KF-0_15KM, (b) AT-
MOS_ERA5_KF-0_15KM.
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