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RESUMEN

Con base en un andlisis de componentes principales de registros climatolégicos histéricos, se formulan y se efectian
modelos de regresién pronésticos experimentales de temperatura y precipitacién para el irea del altiplano llamado
Ozark, un macizo montafioso del medio oeste sur central de los E. E. U. U, Los predictores incluyen temperaturas
globales de las temperaturas superficiales del mar, asi como campos hemisféricos del aire superior y las observaciones
del clima local. Los experimentos para todos los meses del afio se llevan a cabo a partir de datos de los segmentos
de 15 afios de 1961-75 y 1980-94 para los afios m4s alld de los segmentos de datos respectivos.

Mediante anilisis de correlacién cruzada, se investigan las relaciones entre variables clim4ticas de escala regional
y de gran escala a fin de identificar teleconexiones iitiles para el pronéstico a largo plazo. La predictabilidad
del clima de las montafias Ozark se examina con los esquemas de regresién lineal miltiple y el de componentes
principales. Se muestra que el comportamiento del segundo esquema es superior al del primero. Los resultados de
los experimentos de prondstico extensivo revelan la utilidad y estabilidad del pronéstico de los elementos climaticos
del terreno elevado de dichas montafias. La validez de los modelos de prondstico se verifica hasta para 10 afios
después del periodo de datos usado en la formulacién de la regresién.

ABSTRACT

On the basis of principal component analysis of long-term climatological records, regression models are formulated
and forecast experiments are conducted for monthly temperature and precipitation of the Ozark Highlands area, a
large area of low mountains and plateau in the south central midwestern United States. Predictors include global
sea surface temperatures, hemispheric upper air fields and the local climate observations. The experiments for all
months of the year are performed with the data from continuous 15-year segments of 1961-75 to 1980-94 for those
years beyond the respective data segments.

Relationships between regional-scale and large-scale climate variables are investigated by cross-correlation analy-
sis to identify useful teleconnections for seasonal-range forecasting. The predictability of the Ozark Highlands cli-
mate is examined with the multiple linear regression scheme and the principal component regression scheme. It is
shown that the forecast performance by the latter is superior to that of the former. The results of the extensive
forecast experiments reveal the useful and stable predictability of the Ozark Highlands climate elements. The
validity of the forecasting models is verified for up to 10 years after the data period of regression formulation.
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1. Introduction

The regression approach in seasonal-range forecasting is based on the established teleconnection
patterns of the predictands with the forcing function that is the sea surface temperatures (SSTs)
and their immediate manifestations in the general circulation. The feasibility of such forecasting
schemes was reported by Kung and Tanaka (1985), Kung et al. (1995) and Unger (1996 a,
b). A systematic study on the large-scale mode of SST variations and Northern Hemisphere
tropospheric responses was documented by Kung and Chern (1994, 1995) as a basis for further
improvement in the regression approach.

Despite the apparent effectiveness of multiple linear regression forecasting scheme at the sea-
sonal range, especially for the year immediately following the data period used for model for-
mulation, the forecast skill deteriorates noticeably afterward. As the prevailing patterns of the
general circulation undergo continuous change with various scales of quasi-cyclic variations, the
regression formulae require a constant updating of regression coefficients with the immediate
past data. Given the data-processing power of modern computers, it is not difficult to annually
update the regression model. However, there is a scientific, as well as technical, interest to delve
into the nature of the commonly observed deterioration of regressions, and further to attempt
a construction of the stable regression models. The purpose of this paper is to formulate and
examine such a scheme that will be useful regionally for the south central midwestern area of
the United States.

Park and Kung (1988), in their principal component analysis, discovered that the midwestern
US summer temperature is essentially determined by its first principal component. Ting and
Wang (1997) showed the correlation features between a US precipitation index and sea surface
temperatures using the first two principal components. If a regional climatological variable is
dominated by certain dominant components, we expect that these components may be effec-
tively used to relate to the predictand in providing a stable forecast performance with a high
degree of skill. Through the use of principal components we may reduce a large number of
variables into a small manageable set of variables while retaining the essential information of
the original variables, yet rejecting the nonessential information that causes the fluctuation in
forecast performance. In this paper we examine the principal components of the temperature
and precipitation of the Ozark Highlands area. They are used to obtain the expected values of
predictands in a regression scheme that relate the principal components of regional climate varia-
bles with antecedent SSTs and upper air parameters. The forecast experiments are conducted
with 15-year data segments from 1961-75 to 1980-1994 with a total of 20 data periods. The
results of the principal component regression forecasting are compared with those of multiple
linear regression forecasting, and are also examined in the light of teleconnections that have led
to the model formulation.

2. Data

The Ozark Highlands (OZ) is located in the south central midwestern area of the United States,
composed of low mountains and plateau in southern Missouri and northern Arkansas. The OZ
area named in this study is bounded by 33-41°N and 89-96°W, including a large area of the
states of Missouri and Arkansas. The monthly mean temperature (TMP) and monthly total
of precipitation (PPT) in OZ are climate elements defined over this region. The daily U.S.
cooperative station network data from 1940 to 1995 were obtained from the National Climatic
Data Center (NCDC 1993). Datasets over a uniform 0.5° latitude-longitude grid mesh containing
255 (17 x 15) points without missing data were constructed by interpolating grid values from
surrounding observations with the distance as a weighting factor for interpolation. More than
600 cooperative stations in the OZ area were involved in computing the monthly TMP and PPT.
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Monthly sea surface temperatures (SSTs) of the Comprehensive Ocean-Atmosphere Data Set
(COADS) (Woodruff et al., 1987) and the reconstructed SSTs from the National Oceanic and
Atmospheric Administration (Smith et al., 1996) were utilized in this study for the period of
1960 to 1996. The SST data were reanalyzed on a 2° latitude-longitude grid mesh without
missing data on all grids in the oceanic regions between 40°S and 60°N. At the University of
Missouri-Columbia, daily 1200 GMT Northern Hemisphere octagonal grids data of upper air
from 1960 to 1996 were transformed to 2° latitude-longitude grids. This study utilizes the 700
and 500 hPa temperatures (T7 and T5) and geopotential heights (Z7 and Z5) data from 18°N
through 88°N latitude. The Z7 and Z5 are also utilized to obtain u-components (U7 and Us)
and v-components (V7 and V5) of geostrophic wind from latitude 18°N to 70°N. Monthly values
of observations constitute the basic datasets in this study, including the TMP, PPT, SSTs and
hemispheric upper air parameters of T7, T5, Z7, Z5, U7, U5, V7, and V5. At the commencement
of this study, the climate reanalysis data by the National Center for Environmental Prediction
were not yet available for the entire data period of this study. However, the comparison of the
available reanalysis data and our grid upper-air data indicates the general compatibility of these
two data sets.

8. Methods of analysis and forecast
a. General scheme

The structure of the analysis and model construction is illustrated in Figure 1. Principal
component analysis (PCA) was performed on all calendar months of monthly temperature
(TMP) and precipitation (PPT) in the United States. The general procedures and discus-
sions on PCA are available in Kutzback (1967), Walse and Richman (1981), Park and Kung
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Fig. 1. Schematic illustration of procedures in regression model construction. Heavy-lined boxes indicate compu-
tational steps. The o and ¢ signs are for predictors and predictands.
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(1988), Preisendorfer and Mobley (1984), Kung and Chern (1994), Montroy (1997) and Ting
and Wang (1997). The data sets were analyzed with PCA being derived from the correlation
matrix. January variations of the first components of TMP and PPT over the United States
in Figure 2 exemplify a homogenous spatial pattern of the first component in the OZ region.
The pattern independently obtained for OZ with the subset of data yields an identical spatial
pattern of the first component, although the second and higher components show very different
patterns between the US set and OZ subset of data. The associated time series are also con-
sistent between the continental United States and OZ. Though not specifically illustrated, the
other months of the year also indicate a similar nature of the first components. The TMP and
PPT of OZ and their principal components were employed to form the predictands of regression
models.
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Fig. 2. Pattern vectors and time coefficients of the first principal components of January temperature and preci-

pitation during the period of 1940-94. Solid and dashed lines respectively indicate positive and negative values.
Percentages indicated are for the first components in the total variance.

Cross-correlation analysis was performed between monthly OZ climate elements and glo-
bal/hemispherical climate parameters of preceding months from one to eleven months. The
latter include SSTs and 700 and 500 hPa upper air parameters. The analysis of all calendar-year
months was performed with the data of 15-year segments from 1961-75 to 1980-94. Grid points
of SSTs and upper air parameters that show high correlation (| r |> 0.8), where r is the corre-
lation coefficient, were identified; and the extent of regions of high correlation was examined.
For example, Figure 3 illustrates correlation patterns of January TMP and preceding December
SSTs.



Seasonal-range forecasting of the Ozark climate 227

80N}

60N

40N

30E 60t 90E 120E 150€ Dote 150W  120W 30w 60w 30w 0
ARC  Arctics WTP  Western tropical Pacific
ERA  Eurasio CTP  Central tropicat Pocific
EAS  Eost Asio ETP  Eastern tropical Pacific
NWP  Northwestern Pacific WTA  Western tropical Atiantic
NCP  North centra! Pacific ETA  Eostern tropical Atiantic
NEP  Noriheastern Pacific SWI  Southwestern Indian Ocean
NAM North America SEI Southeastern Indian Ocean
NWA Northwestern Atlantic SWP  Southwestern Pocific
NEA  Northeastern Atlontic SCP  South central Pocific
EUA West Europe and North Africa SEP  Southeastern Pacific
WD  Western Indicn Ccean SWA  S»uthwestern Atlantic
£iD Eostern Indion Gceon SEA  Southeostern Atlantic

Fig. 3. Regions of the global/hemispherical data coverage. The plus-sign and dot-sign indicate positive and negative
correlation points where preceding December SST records are correlated with OZ January temperature during
the 15-year data segment 1971-85 at the 95% significance level.

In order to minimize the multicollinearity among predictors (see Kung and Tanaka, 1985;
Myers, 1990), the predictors with high correlation with other predictors in temporal and spatial
domains were rejected. The obtained five best correlation grids and OZ climate elements of the

preceding year were employed as possible predictors in the multiple linear regression (MLR) and
principal components regression (PCR) model.

b. Multiple linear regression (MLR)

A MLR scheme for long-range forecasting of middle latitude climate variables was developed
by Kung and Tanaka (1985). They selected the best possible combination of predictors to give the
largest value of coefficient of determination and smallest mean square error. They demonstrated
how multicollinearity could be reduced among highly correlated large-scale climate data through
a stepwise formulation of regressions. The MLR scheme in this study follows this procedure.

In the general multiple linear regression, the predictand y is expressed as a function of n
predictors:

y=ao+ayz; +ayzy +...+anzn (1)
where a is the regression coefficient and z the predictor. The first predictor z; is selected

by identifying the variable that yields the highest correlation with the predictand. After the
selection of z;, a simple regression is formed by the least squares fitting,

y=a1z; +e€; (2)

where ¢ is the first residual component and the correlation r(z;, €;) = 0. The second predictor
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z2 is selected by examining the correlation between €; and remaining possible predictors. The
procedure is repeated until the zy is selected when the residual €, & 0. After the selection of
predictors z; through zn, the regression coefficients an are recomputed with the least-squares
fitting.

MLR models of this study use three predictors (n = 3) as determined to be sufficient for the
OZ climate variables. In this stepwise regression analysis, the collinearity among predictors is
effectively eliminated through regression on the residuals.

c. Principal component regression (PCR)

In this scheme the first principal components of OZ climate elements are regressed on possible
predictors. This PCR scheme follows the procedures as developed by Draper and Smith (1981),
Preisendorfer and Mobley (1988), Basilevsky (1994) and Lee (1997). The first step of the pro-
cedure is to obtain a standardization of variables to estimate the correlation matrix and find
the eigenvalues for the correlation matrix. The next step is to estimate the principal component
scores (C, time coefficient in this study) from the eigenvector and the standardized matrix. Then
the multiple regression coefficients (B) are obtained from principal component scores by,

B(mx1) = [C’{MxN)C(NxM)]_lC{MXN)Y(NXI)’ (3)

where CT is the transpose of C , Y the matrix form of the dependent variable,
(MxN) (NxM)> ¥ (Nx1)

M the reduced number of variables from the eigenvalue problem, and N the number of the
recording period. In this study ten predictors are used with M = 10. Finally the estimate of
the predictand Y( Nx1) is obtained by

Y(nx1) = C(vxam Bmx1): (4)

The PCR avoids the computational instability that occurs during multiplying or inverting the
matrix of the predictor variables. It also reduces the number of calculations necessary to perform
all possible linear regression of 2k _ 1, where k is the number of predictors, especially when k
is large (Basilevsky, 1994). The PCR model may be viewed as a special case of the canonical
correlation model, which can be projected as a generalization of PCA since what it investigates
accounts for the multidimensional correlation structure between two sets of multivariate variables
observed for the same sample. In this study, OZ climate elements are composed of three linearly
independent pieces of principal component scores inferred from a large pool of preceding global
SSTs, hemispheric upper air variables, and records of the predictand in the preceding year.

d. Evaluation of forecast performance

After models are formulated and forecast experiments are performed, validation steps follow.
The root mean square error (RMSE), absolute error (AE) and correlation (R) between forecasted
recorded values, and skill score (SS) are utilized to evaluate forecast performance (Nicholls 1984;
Davis, 1976).
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RMSE is defined by

N 2
Z (Xi, forecast — Xi, record)

RMSE =\ =L N , (5)
where X; forecast and X; record are respectively forecasted and recorded value and N is the
number of observations. AE is a summation of the size of the error between the forecasted and
the actual recorded values.

AE = f: | Xi forecastl; Xi, record l (6)

1=1

R is a test of the linear relationship between forecasted and recorded value.

™M=

1l
—

N N
Xi, forecastXi, record — Z Xi, forecast E Xi, record/N
1=]1 1=1 (7)

k= N 2 N N 9 N 9
\/{ 21 Xi, forecast (El Xi, forecast)z/N}{ ,El X,', record (21 Xi, record) /N}
1= 1= 1= 1=

1

SS is an evaluation of the efficiency of a forecasting model, as defined by

N 2
'El (Xi, forecast — ‘i, record)
SS=(1-%

~ ) x 100. (8)

2
Xi, record
=1

t

A large value of SS indicates that the model provides reliable forecast values.

4. Teleconnections of OZ climate elements with global SSTs and hemispheric upper
air conditions

During the past two decades major El Nifio and La Nifia events have dominated the global cli-
mate pattern, and a substantial effort by the scientific community has been devoted to investigate
El Nifio/Southern Oscillation (ENSO). Although this study treats SSTs without specifically fo-
cusing on the problem of ENSO, the mechanisms involved in ENSO naturally are involved in
the manifestation of the teleconnection phenomena that are utilized in regression forecasting.
The ways the local SST anomalies in the equatorial Pacific are extended vertically to the tro-
popause and horizontally to extra tropical latitudes have not been definitely understood. As
reviewed by Tribbia (1991), they may involve the east-west Walker circulation, north-south
Hadley circulation, wavetrains to disperse stationary Rossly waves, anomalous low level conver-
gence/divergence led by anomalously cold/warm low level convergence, anomalous upper level
divergent/convergent flow by anomalous mid level heat release, vorticity transport due to anom-
alous upper level outflow, etc. As pointed out by Trenberth (1991), however, the tropical Pacific
coupled system is fundamentally unstable and multiple possible triggers appear to exist. Thus,
the exact trigger of teleconnection may not be pinpointed readily.
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The assortment of possible triggers of teleconnections requires that the strength and regions
of teleconnections must be examined to a global extent. Studies by Blackmon et al. (1983),
Geiser et al. (1985) and Tribbia (1991) collectively indicated that the Ozark Highlands area
of this study only shows a rather weak response to the ENSO in comparison to other areas,
which is consistent with the observed fact that the area climate shows a near-normal winter
in El Nino or La Nifia years. For these reasons, this study adopts a general cross-correlation
analysis of the continuous time series as the basis of multiple regression schemes without a
specific assumption of particular physical mechanisms. The spatial and temporal relationship
between OZ climate elements and the global SSTs and hemispherical upper air conditions were
examined to establish teleconnections useful for regression forecasting. The data were utilized
in each of 15-year segments which were piecewise continuous (1961-1975, 1962-1976, ..., 1980-
1994). Cross-correlations of OZ climate elements were calculated with the total 6128 grid points
of global SSTs, 6660 grid points of upper air T and Z, and 4860 grid points of upper air U and
V for each 15-year period.

Table 1 exemplifies cross-correlation between SSTs and OZ temperature. Very high correla-
tions (| r |> 0.8) between OZ January temperature and preceding SSTs are recognized with a
significance level greater than 99.9% for the period 1971-85 to 1980-94. Data regions can be
identified where preceding SSTs show consistently high correlations (Fig. 3 for data regions).
The southwestern Pacific region (SWP) in preceding July is listed eight times. In preceding
October and June it is listed seven times and in the preceding September and May it is listed
six times. Other preceding SST's of high occurrence in Table 1 are the Eastern Tropical Atlantic
(ETA) in the preceding June and April, the North Central Pacific (NCP) in preceding December
and May, the South Central Pacific (SCP) in preceding August and March, SWP in preceding
August, and the Southeastern Indian Ocean (SEI) in the preceding September. It is noted that
the interannual variations of OZ January temperature are most closely associated with preceding
SSTs in the Southern Hemisphere.

Table 1. Significant cross-correlation (|r| > 0.8 ) between OZ January temperature and preceding SS'T's during each 15-year period.
The table lists the preceding months, areas of chosen grid points, and signs of correlation coefficients.

971-85 972-86 973-87 974-88 975-89 976-9¢ 9719 978-92 1979-93 980-94
Oct, SWP + Oct, SWP+  Oct, SWP + Dec, SCP+ . Dee, NWP+  Dec, NCP + Dec, NCP+ Dec, NCP + Oct, SWI + Dec, NWA +
Sep, SWP+  Sep, SWP+  Sep, SWP+  Oct, SWP + Oct, SWP + Dec, ETI + Nov, SWP+  Aug, SWP + May, NCP +  Oct, NEP+
Sep, NEA + Sep, NEA+  Jul, SWP + Oct, NWP +  Oct, SCP + Dec, NEP + Oct, SWP + Aug, ERA + Mar, SCP + Aug, NWA+

Aug, SWP+  Aug, SWP+ Jun, SWP+  Sep, SWP+  Sep, SWP+  Dec, WTI+  Sep,SEI+  Aup,NEA + Jun, NCP -
Jul, SWP+  Jul,SWP+  May, SWP+  Aug, SWP+  Sep,SEI+  Dec,CTP+  Aug SCP+  Jul, SWP+ May, NCP +
Jun, SWP+  Jun, SWP+  Mar, NCP+  Jul, SWP+  Aug SWP+  Oct, SWP+  JulLSWP+  May, NCP + Mar, SCP +
May, SWP+  May, SWP+  Feb, SWP+  Jun, SWP+  Aug, SCP+  Oct, WIP+  Jun, SWP+  Mar, SCP+

Jun, ETA+  Jul, SWP+  Sep, SWP+  Feb, SWP+  Feb, SWP +

May, SWP+  Jun, SWP+  Sep, SEI +

ApL,ETA+  Jun, ETA+  Aug SWP +

Apr, SWP+  May, SWP+  Aug, SCP +

Feb, SWP+  Apr,CTA +  Jul, SWP +
Feb, LTP + Jul, WTA +

Feb, NCP+  Jun, WTA +

Feb, NWP +  Jun, SWP +

Jun, ETA +
May, SWP +

Apr, ETA +

Feb, ETP +

High cross-correlations between OZ January temperature and preceding upper air temperatu-
res (T7 and T5), geopotential heights (Z7 and Z5) and geostrophic winds (U7, U5, V7 and V5)
are shown in Table 2 for preceding (predictor) months, area of chosen grids and signs of corre-
lation coefficients. The areas whose T7 and/or T5 repeatedly show high cross-correlations with
OZ January TMP include Northeastern Atlantic (MEA), Eurasia (ERA), Europe and North
Africa (EUA), NCP, Arctic (ARC), Northwestern Atlantic (NWA). Likewise, the areas whose
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Table 2. Same as Table 1, but for cross-correlation between OZ January temperature and upper air data (temperature, geopotential height, and geostrophic wind) of
preceding months.
— 197185 " _ 1972-86 _~  __1973-87 74- - i 976 1977-91 1978-92 1979-93 980-94
T7:Sep, ERA- 17 Sep, NEP + T7:Sep, NEP+  T7: Dec, ARC+  T7: Dec, ARC - T7: Dec, ARC - T7:Dec, NAM + 17: Dec, NAM* 17 Sep, NWP + 17 Aug, ARC +
Aug, NEA + Sep, ERA - Sep, ERA - Sep, NEP + Sep, NAM + Sep, EUA + Dec, ARC + Dec, ARC + Sep, ERA + Aug, ERA +
Aug, NWA+ Aug, NWA + Aug, NEA+ Sep, ERA - Sep, ERA ., Sep, ERA . Sep, EUA + Sep, NWP + Sep, ARC + Apr, ERA +
Aug, NWP+ Aug, NEA + Aug, NWP+ Sep, NWA + Sep, NWA Sep. NWA Sep, NWP + Sep, NEP + Aug, ARC+
Jul, NCP + Aug, NWP + Aug, EUA+ Aug, NEA + Sep, NEA + Sep, NEA + Sep, NEP + Aug, ARC+ Apr, ERA +
May, ERA + Aug, EUA + May, NCP+ Aug, EUA + Aug, NEA + Sep, NAM + Sep, NCP + Aug, NEA+ Mar, NWP+
May, NCP + Jul, NCP + May, ERA - Aug, NWA + Aug, EUA + Aug, NEA + Sep, EUA + Jul, NCP +
Apr, NWp + May, NCP + feb- NWEP + May, NCP + Jul, NWP + Avg, EUA + Aug, ARC + May, ERA -
Feb, NEP + Feb, NEP + Feb, EAS + May, ERA - Jul, NWA + Aug, NWA + Aug, NEA + Feb, NEP +
Feb, EAS + Feb, EAS + Feb, NWP + Jul, ERA - Jul, NCP + Jul, NCP + Feb, ARC +
Feb, NEP + Jul, NCP + Jun, NWP + Jun, NWP +
+ ,
Jun, NWP Jun, NWA + May, ERA -
May, NWP + Jun, NAM + May, NWP +
May, ERA - May, NWP + )
ay, May, NCP +
Apr, NWP + May, ERA -
Y, b Apr, NWP +
Apr, ERA + Apr, NWP + N
’ Mar, NEP +
Mar, NEP + Apr, ERA +
i H Feb, NAM +
Feb, NWP + Apr, NAM + 3 "
Feb, NAM + Mar, NEP + Feb, ARC +
T5:Dec, ARC-  T5:Dec, ARC- 1> [:“' ﬁfw TEABEUA S Feb, NWP +
. . ug, £ - - Aug, EUA TS: Sep, ERA +
Aug, ARC Avg, ARC Jul, ARC - Aug, NEA + . + Feb, NAM + TS: Dec, NAM+ P
Jul, ARC - Aug, EUA + ol ERA - Jul, ERA - Aug, NEA Feb,NEP+  TS:Deo, NAM+  T5: Dec, NAM+ Sep. ERA + Aug, ERA +
Jun, ERA - Jul, ARC - o Jul, NWA + Aug, FUA Aug, FRA + ep Feb, NAM -
May, ARC - Jul, ERA - - » Aug, ERA +
B T5: Aug, EUA + Aug, NEA + Jul, NWA +
Z7:Dec ARC- 79.pec ARC.  £7'Dec ARC- 27 Dec. NEA + Aug, NEA + Jul, NWA +
Aug, ARC - Sep, NWA + Sep,NWAf  Dec, EA Z7: Sep, NWA + Jul, NWA + Jul, NEA + . 77: Dec, ARC +
May, ARC - May, ARC - May, ARC - Sep, NWA + Atg, NWP + Jul, ERA - £7:Doc, NAME 23, fug NWA+ Dec, ERA -
Aug, NWP + g, EAS + Ju,NEA + 77 Dec, NAM + Oct, ERA - Mar, NCP + Aug NWA+
Aug, ARC - ug, EA Oct, ERA - Jul,, NEP + .
May, ARC + Aug, EUA - <. - b NED+ Mar, NWp+ Mar, NCP +
o May, ARC + 47 Aug, i:é’ * Jul, NWA + r“: :vt/w Feh, NWA+ Mar, NWP+
. R P R Aug, - : : Feb, -
Z5: Dec, ARC 25 Dec, ARC. £ Dec, ARC Mar, NEP + e AR Feb, NEP + ; Feb, NAM+
Sep, NWA+ Sep. NWA + Sep. NWA+ Sep, NWA + Jul, NEP + Feb, NWA + Feb, NAM+ 5. Dec, ARC +
Aug, ARC - ARG - Aug, NEA+ 770 75 Sep. NWA + Jul, NAM + 75: Dec, ARC + Apr, ERA +
Jul, ARC g Aug, NEA +  75:Sep, NWA . 75 Dec, NAM-+
May, ARC - Jul, ARC - Aug, ERA - AU NEA+ o anc 23 Dee, NAM+ - 223 Dec, Y Aug, NEA+ Mar, NCP 4
May, ARC - - Dec, - Sep, NWA + Sep, NWA+ . o
Aug, NWP + Sep, NWA + SN Aug, NEAS Mar, NCP + Mar, NWP+
Aug, BUA - Aug, NEA + Aug, NIIA + . TL&W X Mar, NW{*+ Feb, NAM -
- Dec, NE. . U7: Dec, NEA + > Aug, NCP 4 ul, NWA - i
UZDee NEA® 1o NEA+ U7 Dec,NEA + e ) Jul, NWA + e o NEA + b NAM
Dec, EUA + Dec. FUA + Dec, EUA + Dec, EUA+  UT: Dec, NEA + ' JuNWA+  UTDee NEA+ g gy NaM+ UT: Nov.NAM+
Jun, ERA + Se c',:w':\ i Sep, NWA - Aug, NEA + Dec, BUA + May, N’?':" * Feb, NAM + Oct, ERA + Oct, FUA + Oct, NEP +
P Jun, ERA + Sep, NAM - May, NI + Oct, NEP + Sep, ARC + Sep. ARC +
Aug. ERA + 7 e Nia s UTDec NEA + Oct, NAM+ Aug, NEA - Apr. ERA -
sun kra+ U7 Dec NEA Dec, LUA 4 Oct, NEA + Apr. ERA - Mar, ARC +
Dec, EUA + Feb. NAMH
US:Dec, NEA+  US:Dec, NFA+  US: Dec, NEA+  US: Dec, NEA +  US: Dec, NEA + Aug, NCP - Oct, ERA + US: Sep, ARC +  US: Sep, ARC +
p
Dec EUA + Dec EUA + Dec EUA + Dec EUA + Dec EUA + Aug, NEP - Oct, NEA + ) Aug, NEA - Aug, NEA -
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Z7 and/or Z5 show high cross-correlations repeatedly are ARC, NWA and NEA. For V7 and
V5, North America (NAM), NWA, ERA and NCP stand out. To exemplify the cross-correlation
patterns of the OZ precipitation, significant correlations of January PPT with preceding SST
and upper air parameters are presented in Tables 3 and 4. Cross-correlation tables for other
months are not specifically presented, but the general patterns are similar as with January TEP

and PPT.
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Table 3. Same as Table 1, but for cross-corrclation between OZ January precipitation and SSTs of preceding months.

1971-85 1972-86 1973.%7 19748 1975-80 197690 197791 197892 197993 1980-94
Doe, WIP- Dee, WIPZ  Dee, WIP- o nep+ Do WIPS Do, WIP- Do WIP- oo sWwA+  Ow NCP +
{i"’\‘?\f,'t :‘:":‘\:‘: TOOMNWA- o Gwp+ OMNCPE OaNCPH O NCP+ D WIP-  Sen SEA-
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Table 4. Same as Table 1, but for cross-correlation between OZ January precipitation and upper air data (femperature, geopotential height, and geostrophic wind) of
preceding months.
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The significance and consistency of these spatial and temporal teleconnection patterns justify
the construction of regression forecasting models on the basis of such correlations. However,
by the very nature of teleconnection study, in no way can such a correlation analysis alone
definitively reveal or confirm teleconnection mechanisms involved. In the present analysis it is
particularly noteworthy that the Southern Hemisphere SSTs show strong teleconnection with
TMT and PPT of OZ, although no Southern Hemisphere upper air parameters are involved
in such teleconnections. This seems to indicate that the Southern Hemisphere forcing of SSTs
is dispersed to the Northern Hemisphere. Yet, no ready explanation is available for such a
mechanism. An anonymous reviewer of this paper comments that stationary waves may be the
answer, although a wave triggered in the Southern Hemisphere will meet easterlies in the tropics
acting as a barrier, except in the westerly duct region. It is an intriguing question that arises from
the present global teleconnection analysis, which demands thorough synoptic-dynamic analyses
in the future.

It should be pointed out that all predictors utilized in this study, both SSTs and upper air pa-
rameters, are known to undergo interdecadal variations. This is a well-recognized characteristic
of the general circulation, but the generally accepted comprehensive theory on this observed fact
still does not exist. It is conceivable that both the internal dynamic-thermodynamic processes
and the external forcing are involved and interact at various time scales. Among many possible
linkages of such non- linear processes, it is most likely the surface and deep ocean currents act
through SSTs. The problem is further complicated by the possible forcing of human-induced
changes in the atmospheric composition. In the recent review of this problem, Barnett et al.
(1999) conclude that recent changes in global climate inferred from surface air temperature are
not likely due solely to natural causes, and that at present it is not possible to make a very con-
fident statement about the relative contribution of specific natural and anthropogenic forcing to
observed climate change. One essential reason for the use of continuous 15-year data periods for
the construction of regression models is indeed to detour this problem at the onset to capture
the prevalent modes of variations during the 15 years.

5. MLR and PCR schemes

Using the 15-year data periods 1961-75 through 1980-94, OZ climate elements were predicted
for the years beyond the 15-year data periods with multiple linear and principal component
regression models. For each month the maximum of 20 MLR and 20 PCR models were formulated
for temperature and precipitation for the different 15-year time periods. Table 5 lists the number
of models that have selected preceding SSTs and predictands of the previous year as predictors.

Table 5. Comparison of MLR and PCR models for selection of predictors by the number of models which

selected each category of predictor among 20 models of each forecast month.

Predictand Temperature (TMP) Precipitation (PPT)
Predictor SST TMP 12 months ago SST PPT 12 months ago
Mode! MLR PCR MLR PCR MLR PCR MLR PCR
January 15 20 N 12 18 20 4 10
February 12 20 1 8 10 20 6 6
March 15 20 3 16 20 5 7
April 13 20 3 11 Is 20 1 14
May 10 20 5 11 10 20 1 9
June 15 20 5 9 12 20 3 10
July 11 20 2 9 7 20 7 8
August 13 20 10 1 11 20 3 10
September 14 20 3 9 9 20 7 9
October I4 20 4 12 9 20 4 14
November 10 20 4 14 11 20 0 1
December 14 20 5 11 17 20 2 14




234 JAE-WON LEE and E. C. KUNG

SST is selected in all cases of PCR and is the forcing function in the chain of the physical
processes to form climate patterns through heat releases to the atmosphere. The PCR scheme is
expected to focus in the most fundamental mode of climate variations, and thus it is reasonable
to see all PCR cases choose SST as a predictor. Three leading predictors selected for the OZ
January PCR models are shown in Table 6. Various upper air patterns are basically a reflection
of the SST patterns, and their selection by PCR models is not as overwhelming as SSTs. The
recorded value of the predictand in the previous year is also employed for approximately half of
the PCR models, representing the persistence of the climatic pattern in their gradual change.

Table 6. List of predictors used for OZ January models: name, preceding month, and region of predictors.
Predictors are listed in the order of their contribution to percentage variance.

Mode] Fitting period Three leading predictors
Temperature 1961-75 SST(jul, ETA) TMP(Jan, OZ) T5(Feb, EUA)

(TMP) 1962-76 SST(Aug, NEA)  T7(Aug, NWP) U7(Aug, NWA)
1963-77 U7(Oct, ERA) SST(Apr, SWP) TMP(Jan, OZ)
1964-78 V5(Oct, ERA) SST(May, SWP)  TMP(Jan, OZ)
1965-79 V7(Jun, ERA) SST(Apr, SWP) Z5(Jul, ERA)
1966-80 TMP(Jan, OZ) SST(May, SWP)  Z7(Dec, NAM)
1967-81 SST(Jul, SWP) TMP(Jan, OZ) V7(Aug, NAM)
1968-82 SST(Jul, SWP) TMP(Jan, OZ) V7(Aug, ERA)
1969-83 SST(Jul, SWP) V5(Aug, NWA) U7(Dec, NEA)
1970-84 SST(Jul, SWP) TMP(Jan, OZ) Z7(Dec, NAM)
1971-85 SST(Jul, SWP) V7(Aug, ERA) Z5(Dec, ARC)
1972-86 SST(Jul, SWP) Z5(Dec, ARC) TMP(Jan, OZ)
1973-87 SST(Jul, SWP) TMP(Jan, OZ) Z7(May, ARC)
1974-88 TMP(Jan, 0Z) SST(Jul, SWP) US(Aug, NEA)
1975-89 SST(May, SWP)  U5(Aug, NEA) V7(Aug, ERA)
1976-90 SST(Aug, SWP)  US5(Aug, NEA) Z5(Aug, NEA)
1977-91 V7(Jul, NWP) SST(Jul, SWP) Z7(Dec, NAM)
1978-92 Z5(Aug, NEA) SST(Mar, SCP) TMP(Jan, OZ)
1979-93 SST(Oct, SWI) Z5(Aug, NEA) US(Aug, NEA)
1980-94 TMP(Jan, OZ) SST(Aug, NWA)  Z7(Mar, NCP)

Precipitation 1961-75 SST(Feb, NEA) PPT(Jan, 0OZ) Z7(Nov, NWA)

(PPT) 1962-76 V5(Jul, ERA) SST(Mar, NWP)  PPT(Jan, O2)
1963-77 SST(Mar, WTP)  U5(Aug, NWP) Z5(Jun, ARC)
1964-78 SST(Oct, SEA) V7(Jul, ERA) U7(Dec, ARC)
1965-79 SST(Jul, NWP) V7(Oct, ERA) US(Sep, ARC)
1966-80 SST(Dec, WTP)  PPT(Jan, OZ) Z7(Oct, ERA)
1967-81 USs(Ju), NWP) SST(Dec, WTP)  PPT(Jan, OZ)
1968-82 V5(Aug, ARC) SST(Dec, WTP)  Z7(Oct, ERA}
1969-83 PPT(Jan, OZ) SST(Jul, SEI) Z7(Oct, ERA)
1970-84 SST(Oct, NWA)  V7(Aug, ARC) PPT(Jan, OZ)
1971-85 SST(Sep, NCP) US(Oct, ERA) V7(May, ERA)
1972-86 SST(Sep. NCP) Z5(0ct, NWA) U5(Aug, ARC)
1973-87 SST(Sep, NCP) US5(Aug, ARC) Z5(0Oct, NWA})
1974-88 U5(Aug, ARC) SST(Sep. NCP) V7(Sep, NCP)
1975-89 V7(Feb, NWA) SST(Sep, NCP) PPT(Jan, OZ)
1976-90 V3(Oct, ARC) SST(Sep, NCP) PPT(Jan, OZ)
1977-9) PPT(Jan. OZ) SST(Sep, NCP) V7(Feb, NWA)
1978-92 PPT(Jan, OZ) SST(Aug, WTP)  Z7(Apr. NWP)
1979-93 V7(Jul, ERA) SST(Aug, WTP)  U7(May. ARC)
1980-94 SST(Sep, SEA) U7(Nov, ERA) V7(Nov, NCP)

Comparisons of MLR and PCR with OZ January model forecasts for two years beyond
the data periods are contained in Table 7. The MLR and PCR are compared in terms of

Table 7. Comparison of MLR and PCR for the OZ January models with RMSE, absolute error and
correlation between the forecasts and actual records. The listing is for the first and second year

forecasts beyond the 15-year data periods.

RMSE Absolute error Correlation
Model MLR PCR MLR PCR MLR PCR
Temperature
Ist year 0.33 0.20 1.02 0.60 0.89 0.96
2nd year 0.69 0.66 2.35 2.11 0.24 0.33
Precipitation

I'st year 2.78 2.26 9.48 7.47 0.92 0.95
2nd year 8.09 7.62 2791 25.56 0.50 0.37
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RMSE, absolute error, and correlation between recorded and forecast values. PCR clearly pro-
duced better forecast skill than MLR. PCR objectively selects several new orthogonal reference
frames among predictors after reducing the problem of multicollinearity, providing more efficient
regression coefficients. It is also apparent that the first year forecasts after the data periods are
superior to those of the second year. As generally expected, the model deteriorates with time,
and deterioration is more serious for the MLR than for the PCR. As will be presented in the
next section, the PCR generally retain considerable forecast skill beyond the data periods. For
this reason, the forecast experiments presented in the remainder of this paper are only those of
the PCR scheme.

6. Forecast experiments

Regression forecast of OZ TMP and PPT were performed with each of the 15-year period datasets
from 1961 to 1995. Separate regression models were formulated for TMP and PPT of each month
of the year for each data period. The data beyond the 15-year data period were used only as the
real time data with the models without updating model coefficients. Forecasts were conducted
for all years beyond the 15-year data period whenever the real time data were available.

As listed in Table 6, some predictors appear repeatedly in many 15-year periods throughout
the entire data period. For instance, predictor July SST in SWP for OZ temperature is a
common predictor from 1967-81 to 1974-88 models. January OZ TMP of the previous year for
OZ temperature prediction is another common predictor appearing from 1966-80 to 1968-82 and
from 1972-86 to 1974-88. The September SST in NCP is common for OZ precipitation from
1971-85 to 1977-91, as is the December SST in WTP from 1966-80 to 1968-82. The January
OZ PPT of the previous year is also common for the OZ precipitation forecast from 1975-89 to
1978-92. The repeated appearance of the same predictors in models may indicate the stability
of the scheme and their utility in synoptic analysis.

Table 8 (a). RMSE and SS for up 10 ten years beyond 15-year data periods for PCR forecast of OZ temperature.
NS in the SS section indicates no skill score. For the data periods afier 1970-84 have less than 10 years beyond the
periods. Only the available years are used in compilation.

Temperature model

Month Jan Feb Mar Apr May Jun Jut Aug Sep Oct Nov Dec
RMSE

Istyr 0.20 0.22 0.24 0.23 0.21 0.15 0.19 0.31 0.32 0.23 0.49 0.63
2nd yr 0.66 0.68 0.61 049 0.38 0.29 0.31 0.37 0.36 0.37 0.48 0.59
3rd yr 0.81 0.76 0.78 0.51 0.46 0.28 0.27 0.33 0.41 0.42 0.54 0.89
4th yr 0.82 0.93 046 0.56 0.46 0.31 0.33 0.42 0.43 0.48 0.51 0.79
Sthyr 0.67 0.80 0.42 0.64 0.57 0.35 0.39 0.48 0.44 0.53 0.46 0.78
61h yr 0.70 0.86 0.54 0.71 0.66 0.31 0.31 0.48 0.45 0.42 0.52 0.99
Tthyr 0.80 1.00 0.46 0.58 0.60 0.37 0.31 0.46 0.45 0.50 1.12 0.97
8thyr 0.71 100 0.58 0.58 0.59 0.33 0.30 0.33 0.47 0.48 0.52 1.01
9thyr 0.78 0.98 061 0.66 0.42 0.41 0.47 0.47 0.54 0.65 048 0.80-
10th yr 0.73 122 0.56 0.73 0.65 0.47 0.38 042 0.59 0.76 0.65 0.43

SS

Istyr 917 94.6 985 99.4 99.8 99.9 999 99.7 99.5 99.5 93.3 44.4
2nd yr 12.5 36.9 90.9 97.6 99.3 99.7 99.7 99.6 99.5 98.8 941 56.2
3rd yr NS 333 87.0 98.0 99.0 998 99.8 99.7 99.4 98.7 933 18.5
4thyr NS 87 96.0 97.7 99.1 99.8 99.8 99.6 99.4 98.3 94.6 423
Sthyr NS 402 96.9 97.2 98.8 99.7 99.7 99.5 99.4 98.2 958 477
6th yr NS 39.7 954 96.8 98.4 99.8 998 99.5 99.4 98.9 952 253
Tthyr NS 244 96.9 978 98.8 99.7 998 99.6 99.4 98.6 793 36.1

8thyr NS 37.1 955 98.0 99.0 998 99.8 99.5 99.4 98.8 95.9 334
9thyr NS 443 955 979 99.5 99.7 99.6 99.6 99.3 98.0 96.8 59.7
10th vr 4.0 128 96.7 97.3 99.0 99.7 99.8 99.7 99.3 975 v4.7 87.2

The performance of OZ temperature and precipitation forecast for up to 10 years beyond the
15-year data period in terms of RMSE and SS is contained in Table 8. The values of RMSE
and SS as listed in the table are averages of all models from 1961 to 1994. After the 1970-84
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Table 8 (b). Same as Table 8 (a), but for precipitation.

Precipitation model
Jan Feb Mar Apr May Jun Jul Aug Scp Oct Nov Dec

RMSE

Istyr 2.39 193 265 436 104 517 558 581 928 1024 911 14.63
2nd yr 807 646 640 10.83 1157 1567 9.11 549 1196 1345 11.72 1384
3rd yr 700 639 694 8.15 1264 782 1123 735 1079 1346 1387 1400
4thyr Q72 666 853 1064 1339 6.52 9.97 1368 1299 1621 1138 13.04
Sthyr 1121 7.63 822 1131 1336 1014 1012 1215 1524 1595 2832 1766
6th yr 9.87 911 1151 9389 1501 1023 11.28 1288 1689 19.16 1533 1815
Tthyr 1076 7.44 1099 1197 1432 904 1053 1777 13.64 1564 1497 17.80
8thyr 1033 1049 1332 1324 1495 1070 1195 1491 1162 1879 1865 16.66
9th yr 7.18 726 1196 1454 1291 1092 1252 957 1250 2226 1541 1121
10th yr 9.30 9.87 1543 1926 1552 1416 981 1225 1535 1542 1366 1547

SS

Istyr 976 986 988 971 943 958 948 928 842 806 893 61.5
2nd yr 726 8438 934 833 86.1 63.3 86.3 93.7 76.1 714 841 65.5
3rd yr 810 875 923 91.4 849 914 80.7 886  80.0 70.7 80.9 715
4thyr 65.7 879 884 865 830 945 859 593 736  62.1 86.2 74.0
Sthyr 547 838 89.2 848 839 878 858 698 675 666 260 626
6th yr 66.4 79.6 79.1 896 816 888 844 689 624 56.4 80.0 654
Tthyr 65.8 878 837 865 832 9i3 86.5 447 76.8 724 842 71.5
8thyr 63.5 78.9 780 853 825 882 843 634 8.9 697 779 701
Sthyr 85.1 911 842 823 870 889 870 82 8.8 616 848 876
10th v 792 85.2 756 712 822 839 93.2 822 82.5 773 89.4 78.6

PCR Forecast Performance: January TMP
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Flg 4. Forecast performances for OZ January temperature for the period 1965-79 through 1980-94. Vertical lines
identify the data periods. Dots are the forecast values and the light lines are for the recorded values. The unit
of temperature is °C.
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period less than 10 years were available beyond the 15-year period and only the available years
were used in averaging. The small values of RMSE and high values of SS indicate high forecast
skill. For OZ temperature forecasts, the first forecast years generally show much higher skill
scores than those of the second forecast years and beyond. Exceptions are the November and
December models, in which the first year forecast skills are slightly lower than those of the second
year forecasts for these months, implying a close second year forecast skill with that of the first
year. In general, the PCR forecast of the first year after the data period yields a very high
forecast skill. This is consistent with the results, as shown in Figures 4 through 11, in which
the forecasts for the first years are almost identical as the recorded values. Also as seen in these
figures, although somewhat inferior to the forecasts of the first year, the forecasts for the second
year and thereafter still generally show a useful level of forecast skill. In precipitation forecast
models, the first year forecasts show their RMSE from 1.93 to 14.63 and SS from 61.5 to 98.8,
and the second year forecasts show RMSE from 5.49 to 15.67 and SS from 63.3 to 93.7.

PCR Forecast Performance: April TMP
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Fig. 5. Same as Figure 4, but for OZ April temperature.

Performance of the OZ temperature and precipitation forecasts by PCR, as illustrated for
January, April, July, and October in Figures 4 through 11, show the forecast results beyond
the respective 15-year data periods and the corresponding recorded values: the former by dots
and the latter by lines. The forecasts were performed only for those years beyond the 15-year
data periods whose data was the basis of regression formulation; thus the validity of forecast
experiment is ensured. The forecasts were not conducted for years where the real-time values
for regression models were not available.
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PCR Forecast Performance: July TMP
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Fig. 6. Same as Figure 4, but for OZ July temperature.
PCR Forecast Performance: October TMP
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Fig. 7. Same as Figure 4, but for OZ October temperature.
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The information contained the these figures and Table 8 collectively indicate a considerable
level of forecast skill of respective regression models beyond the 15-year data period. This
indicates the stability of the PCR regression scheme of this study. It is desirable that the
forecast regression models be updated annually by incorporating the data of the current years
for the next years. Yet without updating, a reasonable degree of forecast skill still may be
expected.

PCR Forecast Performance: Januory PPT
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Fig. 8. Same as Figure 4, but for OZ January precipitation. The unit of precipitation is mm.

Temperature forecasts, as shown in Figures 4 through 7, are more accurate than precipitation
forecasts in Figures 8 through 11. This is expected because of complexity in the precipitation
environment and processes. Forecast skill shows some seasonality for some models. For instance,
April and July temperature forecasts seem more stable than those of January; and April preci-
pitation forecast seems more accurate than January, July and October. These phenomena are
apparently related to the prevailing circulation patterns of the seasons.
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PCR Forecast Performance: April PPT

Fig. 10. Same as Figure 4, but for OZ July precipitation.
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Fig. 9. Same as Figure 4, but for OZ April precipitation.
PCR Forecast Performance: July PPT
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PCR Forecast Performance: October PPT
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Fig. 11. Same as Figure 4, but for OZ October precipitation.
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The least successful cases in the forecast as identified by differences between recorded and
forecasted value are listed in Table 9. Those cases for OZ temperature are listed for the difference
of absolute value of £4°C or larger. May, June, July, September, and October do not appear in
this list for OZ temperature. Eight cases of the total 14 OZ temperature cases are associated
with El Nifio and two cases with La Nifia. The less successful cases in OZ precipitation forecast
are those cases of difference with absolute value of £80 mm or larger. J anuary, February, March,
April and August do not appear in the table. Eleven of total 21 OZ precipitation cases for the
least successful forecast are also associated with El Nifio, and two cases with La Nifia. The
identification of prevailing conditions of El Nifio and La Nifia follows the definition by Trenberth

(1997). Examination of correlation patterns (for example, Table 1) reveals that most of the

strong teleconnections with OZ climate of the Southern Hemisphere occur before the prevalent
El Nifio period of the late 1980s and 1990s. During the period of El Nifio dominance during

the last decade, teleconnection with the Southern Hemisphere is very limited. The case study

of these less successful cases may be an interesting endeavor in the future.
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Table 9. The least successful cases of PCR forecasts by the difference of recorded (REC) and
forecasted (FCT) value. Prevailing SST condition is by El Nifio (EN), La Nifia (LN), or normal.

Temperature Data period Difference (°C): SST
|Diff| >4°C for fitting FCT Year REC-FCT Condition
January 1961-75 1977 +4.88 EN
1962-76 1978 +4.29 EN
1963-77 197% +4.63 normal
February 1961-75 1976 -4.02 LN
1978-92 1994 +4.08 normal
March 1962-75 1978 +4,90 EN
1978-92 1993 +4.42 EN
Apri! 1967-81 1983 +4.63 EN
August 1964-78 1980 -4.06 EN
November 1961-75 1976 +5.36 LN
1975-89 1991 +4.01 EN
December 1963-77 1979 -4.22 EN
1969-83 1984 -4.71 LN
1975-89 1990 -4.59 normal
Precipitation Data period Difference (mm): SST
|Diff| >80 mm for fitting FCT Year REC-FCT Condition
May 1972-86 1988 +81.31 EN
1973-87 1988 +94.79 EN
1974-88 1990 -90.82 normal
1976-90 1992 +99.86 EN
June 1975-89 1991 +238.50 EN
July 1976-90 1992 -85.99 EN
September 1966.80 1981 +94.94 normal
1970-84 1986 -110.94 EN
1977-91 1993 -115.62 EN
October 1971-85 1987 +98.01 normal
1972-86 1987 +97.84 normal
1972-86 1988 +125.00 LN
1975-89 1991 -83.22 EN
November 1962-76 1978 -110.07 normal
1969-83 1985 -84.09 normal
1970-84 1985 -96.58 normal
December 1966-80 1982 -161.38 EN
1967-81 1982 -155.16 EN
1971-85 1986 +100.91 EN
1973-87 1989 +102.70 LN
1975-89 1990 -91.60 normal

7. Concluding remarks

The principal component analysis of long-term monthly temperature and precipitation records
with a dense observation network over the United States indicates the utility of the principal
components to provide the seasonal-range forecast for the region.

The cross-correlation analysis of the OZ temperature and precipitation suggests the useful
teleconnection patterns between OZ climate variables and the global antecedent SSTs and upper
air circulation. A principal component regression forecasting scheme was constructed in which
the predictands were related to their first components that were regressed on antecedent SSTs,
upper air parameters and the preceding OZ record. It was shown that the principal component
regression scheme is superior to the multiple linear regression scheme.

The forecast experiments were performed for each month of the year with 15-year segments
of data for the periods from 1961-75 to 1980-94 for years beyond the 15-year data periods.
The examination of the results reveals useful and stable forecasting of the principal component

regression models up to 10 years beyond the 15-year data period without significant deterioration
of models with time.

The forecast models provide area mean forecast values in the Ozark Highlands area. It should
be possible to derive the local forecast by considering the regional differences within the area
through additional climate analysis.
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