Seasonal variability of the temperature and heat fluxes in the Gulf of Mexico
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RESUMEN
Se estudian los flujos de calor entre la atmósfera y la superficie del mar en el Golfo de México, utilizando los datos climatológicos de la base Comprehensive Ocean-Atmosphere Data Set (COADS), fórmulas empíricas, estimaciones de la radiación mediante satélite y con la ayuda de la modelación numérica. Para los flujos superficiales de calor se obtuvo una media de $9 \text{ W m}^{-2}$. Este valor es más alto que el de estudios previos debido a que se utilizaron distintas fuentes de datos y fórmulas empíricas. Para el ciclo anual se obtuvo una amplitud de $168 \text{ W m}^{-2}$. Se calcula y analiza la contribución de cada término en la ecuación de calor comparando los valores obtenidos con los de estudios previos.

Un modelo numérico con termodinámica es utilizado para estudiar la importancia relativa de la advección de calor y los flujos verticales asociados al aporte de agua de la capa intermedia a la superficial. Los resultados muestran que los flujos entre capas son importantes en el enfriamiento de invierno de las aguas superficiales. Cuando estos flujos, que dependen de la pérdida de flotación y de la inducción de energía cinética turbulenta a través de la superficie, no son incluidos en el modelo, las temperaturas de invierno permanecen más altas que las observadas y el error cuadrático medio es de $1.5^\circ C$, mientras que al incluirlos decrece a $1.0^\circ C$.

Palabras clave: Golfo de México, flujos de calor, modelación numérica, temperatura superficial del mar, variación estacional.

ABSTRACT

Heat fluxes between the atmosphere and the sea surface in the Gulf of Mexico are computed using the COADS climatology, bulk formulae, radiation estimations from satellite, and a numerical model. $9 \text{ W m}^{-2}$ is the estimated mean surface heat flux into the ocean, this is higher than previous studies due to different bulk formulae and data sources. The annual cycle has an amplitude of $168 \text{ W m}^{-2}$. The contribution of each term in the heat equation is computed, analyzed and compared to previous studies.

A numerical model with thermodynamics is used to study the relative importance of heat advection and entrainment on the sea surface temperature. The results indicate that the entrainment is important in the winter cooling of surface waters. When entrainment, which depends on the buoyancy loss and the wind induced turbulent kinetic energy, is not included, temperatures in winter stay higher than observations, with a root mean square (RMS) difference from observations of $1.5^\circ C$. Including entrainment and detrainment the RMS decreases to $1.0^\circ C$.

Key words: Gulf of Mexico, heat fluxes, numerical model, sea surface temperature, seasonal variability.

* Current affiliation: Center for Ocean-Atmospheric Prediction Studies, Florida State University
1. Introduction

The Gulf of Mexico, a semiclosed marginal sea, is located in the western Atlantic Ocean. It has an area of \(1.5 \times 10^6 \text{ km}^2\) (Fig. 1) and communicates in the southeastern end with the Caribbean Sea and to the east, through the Florida Strait, with the Atlantic Ocean. Most of the attention in the gulf has focused in its dynamics due to the presence of one of the strongest currents in the world, the Loop Current, which is part of the Gulf Stream current-system. This current sheds large anticyclonic eddies with diameters sometimes larger than 250 km and speeds greater than 1 m s\(^{-1}\), which migrate slowly at about 5 km day\(^{-1}\) to the western gulf (Hurlburt and Thompson, 1980; Elliot, 1982; Vukovich, 1995; Vukovich and Crissman, 1986; Dietrich and Lin, 1994). The wind forcing of the Gulf plays an important role because it drives, or at least reinforces, a western boundary current flowing northward, near the northwestern shelf break of the gulf and the cyclonic circulation in the Bay of Campeche (Sturges et al., 1993; Vázquez, 1993; Zavala et al., 2001).

![Location of the Gulf of Mexico and numerical model domain shown with stepped line. BC indicates the Bay of Campeche, WBC the western boundary current, WGAG the western Gulf anticyclonic gyre, LCE a Loop Current eddy, and LC the Loop Current.](image)

The gulf also has a high sea surface temperature (SST) variability and an intense seasonal heat flux cycle, which are the main interest of this paper. In the northern part of the gulf, from winter to summer, there is a variation of more than 12°C in the surface waters. The seasonal heat budget of the Gulf of Mexico (GM) has been the subject of several studies which investigated the heat fluxes and modeled the SST (Hastenrath, 1968; Etter, 1983; Etter et al., 1987; Adem et al., 1991; Adem et al., 1993; Adem et al., 1994). Those studies have focused their attention in understanding the changes in one of the so called “heat budgets” of the ocean, defined as \(H = \int \rho C_p T dz\) where \(\rho\) is the density, \(C_p\) is the specific heat and \(T\) is the temperature, and the integral ranges from bottom to sea surface. The rate of change of this heat budget is due to the surface fluxes and the advection, as expressed schematically in the relation

\[
\frac{\partial H}{\partial t} = Q_s + Q_b + Q_e + Q_h + Q_a
\]

where \(Q_s\) is the net short wave radiation into the ocean, \(Q_b\) is the heat flux emitted by the ocean as long wave radiation, including cloud feedback, \(Q_e\) is the heat lost by the ocean due to evaporation, \(Q_h\) is the heat flux through the ocean-atmosphere interface as sensible heat, and \(Q_a\) is the horizontal advective heat flux. The left hand side of equation (1) and the term \(Q_a\) follow directly from the vertical integral of the temperature equation, all other terms are the separation in contributions of the net boundary condition at the upper limit of the integral.
An estimation of $\partial H/\partial t$ was done by Etter (1983) using historical hydrographic data. The fluxes due to short-wave and long-wave radiation have been estimated using empirical formulae (Hastenrath, 1968; Etter, 1983; Adem et al., 1993) (hereafter H68, E83, A93). The formulae used by these authors have some differences in their dependence on climatological variables. Turbulent fluxes have been computed in different ways: by bulk formulae (H68, E83, A93), and computing them as a residual using equation (1) (H68). The advected heat has been estimated using the temperature and water fluxes on the Yucatan Channel and the Strait of Florida (H68, E83, A93) or as a residual of the other fluxes using equation (1) (E83).

The vertical heat flux within the water column was estimated by E83 following a method proposed by Emery (1976). This method is based on the vertical variation of the temperature and an equation for the divergence of heat. Adem et al. (1991) worked with a fixed mixed layer of 60 m and concluded that the influence of the vertical fluxes into the mixed layer from below is negligible.

These authors have shown that $\partial H/\partial t$ is positive between March and September reaching its maximum in May-June and the minimum in December-January. The sea surface temperature has a maximum in July-August (~29.5 °C) and a minimum in February (~17 °C) (values offshore of the continental shelf). The SST is very homogenous in the whole Gulf surface during summer while in winter there are strong horizontal gradients. Zavala et al. (1997) show that there are considerable uncertainties on the heat fluxes parameterization.

In spite of the studies mentioned, considerable uncertainty persists in the heat flux estimations. Different proposals of the bulk formulae produce significant differences. The turbulent fluxes, i.e. the latent heat flux, and the sensible heat flux, have been estimated with the same formulae or an equivalent set, but with different value of the turbulent coefficients (Appendix III). In the estimation of the radiation fluxes, different formulae have also been proposed. These fluxes are affected by the presence of clouds whose influence has been considered under different algorithms or values of coefficients, producing odd results. Another source of uncertainty in the estimation of the turbulent fluxes is related to the database used. Some common problems are that not all the regions have enough samples, and some variables have a bias (i.e. ships avoid storms, local influences on costal meteorological data, etc.)

The main interest of this paper is to study the seasonal variation of the surface heat fluxes and the SST in the Gulf of Mexico, with emphasis on understanding the relative importance of advection and entrainment. We analyze in detail the contribution of each term in the heat equation and its influence on the seasonal variability of the SST. The heat fluxes are reviewed computing them by bulk formulae, using radiation data from satellite (Darnell et al., 1992), and numerical modeling. Also, heat fluxes estimated in this work are compared to previous estimations. Data from the Comprehensive Ocean-Atmosphere Data Set (COADS) are considered and a set of bulk formulae are chosen based on the results of recent works by Reed (1983), Geernaert (1990), and Katsaros (1990). The COADS sea surface temperature is also used to qualify model results. Several numerical experiments were done in order to evaluate the importance of different influences on the SST.

In the numerical experiments, a 2½ inhomogeneous layer model (reduce gravity with 2 active layers) is used, similar to those used by McCreary and Kundu, (1988), Schopf and Cane (1983), and McCreary et al. (1993). This model allows for variations, within each of the two active layers, of the horizontal velocity, thickness and temperature, each with dynamic consequences. In particular, the inclusion of laterally varying temperature allows the modeling of non-uniform surface heat fluxes and realistic vertical exchanges between the layers. Forcing mechanisms are the monthly climatological wind stress, the surface heat flux deduced from a Haney’s type of equation (Haney, 1971), and prescribed transports for the Yucatan Channel and the Strait of Florida. The entrainment, thickness and temperature of the upper layer follows a Niiler-Kraus mixed layer model.

Section 2 includes a description of the model; sections 3 includes the analysis of the heat fluxes, and section 4 describes the influence on the SST of different terms in the heat equation and the entrainment. Discussion and final remarks are included in section 5. Specifications of the bulk formulae used, a linearization of them, and a compilation of formulae from other works using bulk formulae, are found in Appendices I, II and III, respectively.
2. The Model

A primitive-equations inhomogeneous layered numerical model is used. These kind of models have been used by many authors (Schopf and Cane, 1983; McCreary and Kundu, 1988; McCreary et al., 1993; McCreary and Lu, 1994), the origins of its formulation is not that recent (Dronkers, 1969; Lavoie, 1972). In this study, the model consists of an active upper layer with variable thickness related to the mixed layer, an active intermediate layer, and an infinite depth motionless and homogeneous deep layer. The model allows for the exchange of heat, momentum, and mass through each of the three interfaces. For this work no exchanges are included between the intermediate and deep layers, nor is mass exchanged through the surface. The temperature equations include surface heat flux and cooling due to entrainment from the lower layer. For entrainment it is understood the thickening of the upper layer due to the incorporation of water from the intermediate layer. A mixed layer model was coupled to the upper layer to allow changes of temperature and thickness in the upper layer even in the absence of advection. There is also the possibility of detrainment, the process of thinning the upper layer by expelling a fraction of its water into the intermediate layer. Detrainment does heat up the cooler intermediate layer. The lateral boundaries are either open or vertical walls and the shelf processes as well as its interaction with the interior are not considered in this work. This last feature simplifies to a great extent the numerical model, but it is likely the major limiting factor to be realistic.

The momentum, continuity, and heat equations for the upper layer are

\[
\begin{align*}
\frac{\partial U_1}{\partial t} + \frac{1}{a \cos \theta} \frac{\partial}{\partial \phi} \left( \frac{U_1^2}{h_1} \right) + \frac{1}{a} \frac{\partial}{\partial \theta} \left( \frac{U_1 V_1}{h_1} \right) - fV_1 &= \quad
\end{align*}
\]

\[
\begin{align*}
\frac{1}{a \cos \theta} \left( \nabla p_1 \right)^{(\phi)} + \frac{\tau^{(\phi)}}{\rho_1} + \frac{w_e U_2}{h_1} + \frac{w_d U_1}{h_1} - A \nabla^4 U_1,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial V_1}{\partial t} + \frac{1}{a \cos \theta} \frac{\partial}{\partial \phi} \left( \frac{U_1 V_1}{h_1} \right) + \frac{1}{a} \frac{\partial}{\partial \theta} \left( \frac{V_1^2}{h_1} \right) + fU_1 &= \quad
\end{align*}
\]

\[
\begin{align*}
\frac{1}{2a} \left( \nabla p_1 \right)^{(\theta)} + \frac{\tau^{(\theta)}}{\rho_1} + \frac{w_e V_2}{h_1} + \frac{w_d V_1}{h_1} - A \nabla^4 V_1,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial h_1}{\partial t} + \frac{1}{a \cos \theta} \left( \frac{\partial U_1}{\partial \phi} + \frac{\partial}{\partial \theta} (V_1 \cos \theta) \right) = w_e + w_d,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial T_1}{\partial t} + \frac{u_1}{a \cos \theta} \frac{\partial T_1}{\partial \phi} + \frac{v_1}{a} \frac{\partial T_1}{\partial \theta} = \frac{Q}{\rho_0 C_p h_1} - \frac{w_e (T_1 - T_2)}{h_1} - \nu \nabla^4 T_1,
\end{align*}
\]

and for the intermediate layer are

\[
\begin{align*}
\frac{\partial U_2}{\partial t} + \frac{1}{a \cos \theta} \frac{\partial}{\partial \phi} \left( \frac{U_2^2}{h_2} \right) + \frac{1}{a} \frac{\partial}{\partial \theta} \left( \frac{U_2 V_2}{h_2} \right) - fV_2 &= \quad
\end{align*}
\]

\[
\begin{align*}
\frac{1}{a \cos \theta} \left( \nabla p_2 \right)^{(\phi)} - \frac{w_e U_2}{h_1} - \frac{w_d U_1}{h_1} - A \nabla^4 U_2,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial V_2}{\partial t} + \frac{1}{a \cos \theta} \frac{\partial}{\partial \phi} \left( \frac{U_2 V_2}{h_2} \right) + \frac{1}{a} \frac{\partial}{\partial \theta} \left( \frac{V_2^2}{h_2} \right) + fU_2 &= \quad
\end{align*}
\]
\[
\frac{1}{2a} (\nabla p_2)_z - \frac{w_e V_2}{h_1} - \frac{w_d V_1}{h_2} - A V^4 V_2, \tag{7}
\]
\[
\frac{\partial h_2}{\partial t} + \frac{1}{a \cos \theta} \left( \frac{\partial U_2}{\partial \phi} + \frac{\partial}{\partial \theta} (V_2 \cos \theta) \right) = -w_e - w_d, \tag{8}
\]
\[
\frac{\partial T_2}{\partial t} + \frac{u_2}{a \cos \theta} \frac{\partial T_2}{\partial \phi} + \frac{v_2}{a} \frac{\partial T_2}{\partial \theta} = -\frac{w_d (T_1 - T_2)}{h_2} - \nu V^4 T_2. \tag{9}
\]

In the above equations, \( \theta \) is the latitude, \( \phi \) is the longitude, \( u_i \) and \( v_i \) are the longitudinal and latitudinal components of the velocity respectively, \( i \) is the layer index, \( T_i \) and \( h_i \) are the temperature and the layer thickness respectively, \( U_i \equiv u_i h_i \) and \( V_i \equiv v_i h_i \), are the transport components, \( \tau^{(j)} \) is the component of the wind stress in the \( j \) direction, \( Q \) is the heat flux through the surface, \( w_e \) is the entrainment and \( w_d \) the detrainment. \( (\nabla p_2)_z \) is the \( k \) component of the depth-averaged horizontal pressure gradient in the layer. A biharmonic damping is used to prevent motions with structure at grid scale while allowing practically undamped large-scale motion (Holland, 1978).

Entrainment is defined as the rate of the upper layer thickness increase due to the influx of water from the intermediate layer and is positive definite. The detrainment is minus the rate of volume water received in the intermediate layer from the upper layer, and is negative definite. The momentum and heat exchanged by the entrainment (detrainment) are distributed uniformly in the vertical on the receiving layer. Notice from the previous equations that total volume \( (h_1 + h_2) \) is conserved.

The depth-averaged pressure gradients are given by

\[
(\nabla p_1)_z = \alpha g \nabla [(h_1(T_1 - T_3) + h_2(T_2 - T_3))] - \frac{1}{2} \alpha g h_1 \nabla T_1, \tag{10}
\]
\[
(\nabla p_2)_z = \alpha g \nabla [(h_1 + h_2)(T_2 - T_3)] - \alpha g (h_1 + \frac{1}{2} h_2) \nabla T_2, \tag{11}
\]

where \( \alpha \) is the coefficient of thermal expansion and \( g \) is gravity.

The numerical model was run on a C grid (Mesinger and Arakawa, 1976), with a zonal and meridional resolution of \( 1/6 \) of degree between the same variable points. A leap frog scheme was used to integrate the equations in time, with a forward derivative every 99 time steps to prevent time-splitting instability. The time step was 20 min. The parameters used in the model are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transports in open boundary upper layer (0-75 m)</td>
<td>6 Sv</td>
</tr>
<tr>
<td>Transports in open boundary intermediate layer (75-275 m)</td>
<td>6 Sv</td>
</tr>
<tr>
<td>Mean inflow temperature of upper layer</td>
<td>27.26 °C</td>
</tr>
<tr>
<td>Amplitude of sinusoidal term of the upper layer inflow temperature</td>
<td>1.94 °C</td>
</tr>
<tr>
<td>Date of maximum upper layer inflow temperature</td>
<td>Aug 10</td>
</tr>
<tr>
<td>Inflow temperature of intermediate layer</td>
<td>T_2 15.0 °C</td>
</tr>
<tr>
<td>Temperature of deep ocean</td>
<td>T_3 4.0 °C</td>
</tr>
<tr>
<td>Initial thickness of upper layer</td>
<td>H_1 65 m</td>
</tr>
<tr>
<td>Initial thickness of intermediate layer</td>
<td>H_2 200 m</td>
</tr>
<tr>
<td>Entrainment time scale</td>
<td>t_e 1 day</td>
</tr>
<tr>
<td>Detrainment time scale</td>
<td>t_d 1 day</td>
</tr>
<tr>
<td>Minimum detrainment upper layer depth</td>
<td>H_{min} 45 m</td>
</tr>
<tr>
<td>Maximum entrainment upper layer depth</td>
<td>H_{max} 100 m</td>
</tr>
<tr>
<td>Dynamic entrainment depth</td>
<td>H_e 45 m</td>
</tr>
<tr>
<td>Dynamic detrainment depth</td>
<td>H_d 100 m</td>
</tr>
<tr>
<td>Coefficient of wind stirring</td>
<td>m 1.3</td>
</tr>
<tr>
<td>Coefficient of the seasonal entrainment term</td>
<td>D_e 1.5</td>
</tr>
<tr>
<td>Coefficient of the seasonal detrainment term</td>
<td>D_d 1.5</td>
</tr>
<tr>
<td>Coefficient of thermal expansion</td>
<td>( \alpha ) 0.00025 °C^{-1}</td>
</tr>
</tbody>
</table>

Table 1. Model parameters.
2.1. Forcings

The model was forced with the climatological wind stress data of Hellerman and Rosenstein (1983). The data set comes in a monthly and 2 × 2 degree resolution, and it was interpolated in space to the model-grid resolution and in time.

Transports were prescribed in the open boundaries: an inflow at the Yucatan Channel and an outflow at the Strait of Florida (Table 1). The upper layer temperature at the Yucatan Channel is prescribed with a seasonal (sinusoidal) variation obtained from a least squares fit to the Levitus (1982) surface temperature data.

The surface heat flux is computed using a Haney’s type expression (Haney, 1971):

\[ Q^* = q^* (T_a^* - T_1) \]

(12)

where \( Q^* \approx Q = Q_s + Q_k + Q_v + Q_b \), is an estimation of the surface heat fluxes, \( T_1 \) is the upper layer model temperature, \( q^* \) is a linearized factor computed from the bulk formulae, and \( T_a^* \) is a function of air temperature. These variables are time and space dependent. A description of the equation (12) and the bulk formulae used to compute the surface heat fluxes are included in Appendix 1.

The surface heat fluxes were computed using ten years of data from the Comprehensive Ocean-Atmosphere Data Set (COADS) covering the period 1980-1991 and satellite radiation data from Darnell et al. (1992). The data were averaged to obtain a monthly climatology and a Hanning spatial filter was applied to them. The surface heat fluxes and the functions \( T_a^* \) and \( q^* \), required for equation (12), were computed from these data. The results of the surface heat fluxes are discussed in section 3. The functions \( T_a^* \) and \( q^* \) were linearly interpolated in time and space to have the same resolution of the numerical model.

2.2. Mixed layer physics

One of the features of the model is that it has a simplified mixed layer. It is implemented through the coupling of a Niller and Kraus (1977) mixed layer model to the upper layer. The aim of this formulation is to model the balance of temperature and thickness of an upper mixed layer given the surface heat and momentum fluxes and a way to compute entrainment and detrainment.

2.2.1. A simplified mixed layer model

A one dimension simplified model of the mixed layer, similar to the one embedded in the numerical model, illustrates the seasonal evolution of the temperature and the mixed layer depth. The model has the equations:

\[ \frac{\partial T_1}{\partial t} = \frac{Q}{\rho C_p h_1} + \frac{w_e (T_2 - T_1)}{h_1}, \]

(13)

\[ \frac{\partial h_1}{\partial t} = w_e + w_d, \]

(14)

\[ w_e = w_e' \Gamma (w_e') \Gamma (H_{\text{max}} - h_1), \]

(15)

\[ w_d = w_d' \Gamma (-w_e') \Gamma (h_1 - H_{\text{min}}), \]

(16)
\[ w_e = D \frac{m u_*^2 - h_1 B_0}{g \alpha h_1 (T_1 - T_2)}, \]  

where \( h_1 \) is the upper layer thickness, \( u_* \) is the friction velocity, \( m \) is the wind stirring coefficient, \( B_0 \) is the buoyancy flux, \( g \) is gravity acceleration, \( \alpha \) is the coefficient of thermal expansion, \( T_1 \) and \( T_2 \) (constant in this case) are the temperatures of the upper and intermediate layer respectively. The entrainment is \( w_e \) and the detrainment \( w_d \). \( D \) is a coefficient that controls the rate of entrainment and detrainment, \( H_{\text{max}} \) and \( H_{\text{min}} \) restricts \( h_1 \) to a predefined thickness range. \( \Gamma(x) \) is a Heaveside step function, where \( \Gamma(x) = 1 \) when \( x > 0 \), otherwise \( \Gamma(x) = 0 \). The buoyancy flux is a function of the surface heat flux and was computed as

\[ B_0 = \frac{\alpha g Q}{\rho C_p}. \]

Entrainment and detrainment change \( h_1 \) toward the Monin-Obukhov thickness, given by

\[ H_{\text{MO}} = \frac{m u_*^2}{B_0}. \]

The Monin-Obukhov thickness corresponds to equilibrium between the terms in the numerator of the right hand side of equation (17). When \( B_0 \) is positive and small, \( H_{\text{MO}} \) is large. If \( B_0 \leq 0 \) then \( H_{\text{MO}} = \infty \) or negative and correspond to a water column that is mixed from surface to bottom. The Monin-Obukhov thickness is never reached because of the changing conditions. The rate at which \( h_1 \) follows this thickness is controlled by the density difference relative to the intermediate layer, the wind stirring \( m u_*^2 \), and the buoyancy flux \( B_0 \). It is also adjusted by the parameter \( D \); for larger values of \( D \) the seasonal variability of \( h_1 \) and \( T_1 \) increase. This because as \( D \) increases entrainment enhances in winter and detrainment in summer producing thicknesses closer to their prescribed limits (i.e. \( H_{\text{max}} \) in winter and \( H_{\text{min}} \) in summer). Then, given the same seasonal heating the temperature variation is amplified as \( D \) is increased. On the other hand, the value of \( m \) heavily influences the average depth; for larger values the mean depth increases and the seasonal signal of temperature decreases due to the larger layer thickness.

Fig. 2. a) Modulation of the seasonal variation of the mixed layer thickness with different value for the coefficient \( D \). Thick line for \( D = 0.3 \) and thin line for \( D = 0.5 \). b) Mixed layer temperature using constant depth, and entrainment-detrainment with two different values for the coefficient \( D \). The higher temperature corresponds to the case with constant depth, and the intermediate and cooler temperatures to those with variable depth with \( D = 0.3 \) and \( D = 0.5 \), respectively. Results show a larger seasonal variation of temperature when entrainment is included with cooler winter temperatures.
Figure 2 shows the seasonal variation of the mixed layer thickness and temperature computed with the model defined by equations (13) to (17). Results illustrate the variation of the seasonal range of the mixed layer thickness and temperature for two different values of the parameter $D$. For this example we use the average surface heat fluxes and winds in the gulf from Tables 2, 3, 4, and 5, other values are those on Table 1.

2.2.2. The model mixed layer

To compute the entrainment ($w_e$) and detrainment ($w_d$) in the numerical model we use the following expressions:

$$w_e = \frac{(h_1 - H_e)^2}{H_e t_e} \Gamma(H_e - h_1) + D_e \frac{m u^3 - h_1 B_0}{g a h_1 (T_1 - T_2 + \delta)},$$  \hfill (18)

$$w_d = -\frac{(h_1 - H_d)^2}{H_d t_d} \Gamma(H_1 - h_d) + D_d \frac{m u^3 - h_1 B_0}{g a h_1 (T_1 - T_2 + \delta)},$$  \hfill (19)

$$w_e = w_e' \Gamma(w_e') \Gamma(H_{\text{max}} - h_1),$$  \hfill (20)

$$w_d = w_d' \Gamma(-w_d') \Gamma(h_1 - H_{\text{min}}),$$  \hfill (21)

where $H_e$ and $H_d$ are limiting depths for entrainment and detrainment respectively, $t_e$ and $t_d$ are the relaxing time for entrainment and detrainment, $D_e$ and $D_d$ are coefficients that control the rate of entrainment and detrainment respectively, $\delta$ is a constant to prevent overturning, and all other variables have been previously defined.

The first term in the right hand side of equation (18) becomes important in upwelling regions and eliminates numerical singularities avoiding zero thickness of layers. This term has been used by several authors (for example McCreary and Kundu, 1988). The second term in the right hand side of (18) is a Niller and Kraus (1977) term. It involves $h_1$, the surface buoyancy flux, the density difference between upper and intermediate layers, and wind stress; it is weaker than the first term, but is active during seasonal periods in wide areas, making its contribution important in the seasonal scale.

Equations (20) and (21), through the values of $H_{\text{max}}$ and $H_{\text{min}}$, restrict entrainment and detrainment to a priori determined range of the mixed layer. They also prevent numerical instabilities produced from a very thin or thick mixed layer due to extreme conditions in buoyancy or turbulent kinetic energy production.

2.3. Numerical experiments

Several numerical experiments have been accomplished with the purpose of recognizing the relative contribution on the temperature variability of the advection and the entrainment. In all the experiments the model is forced with the wind stress and the Yucatan Current producing an eddy shedding period of 8.5 months. In each experiment we spin-up the model for one model year from an initial state of rest to reach stable conditions, then we use the following 12 years to extract the mean annual cycle. Experiment E-0 was carried out to quantify the contribution of the entrainment-detrainment to the seasonal variability of the SST. In this experiment all the terms in both, the heat equation and entrainment-detrainment equations are included. Experiments E-1A and E-1B show the contribution to the SST of the radiative fluxes estimated by bulk formulae and satellite respectively. In Experiments E-1A and E-1B all the terms in the heat equation and only the first term in the right hand side of equations (18) and (19) are included. Experiment E-2 was accomplish in order to quantify the contribution of the heat advection to the SST. In this experiment the advection terms in the temperature equations (5) and (9) are removed and only the first term on the right hand side of equations (18) and (19) are considered.
3. Heat fluxes

The heat fluxes through the surface are computed by the equation

\[ Q = Q_s + Q_h + Q_r + Q_v \]  \hspace{1cm} (22)

where \( Q \) is the total heat flux through the surface. The first two terms in the right hand side of equation (22) are usually called radiative fluxes and the last two the turbulent heat fluxes.

The radiation fluxes \( (Q_s + Q_h) \) were estimated from the satellite data of Darnell et al. (1992), and in an independent way, following the equations proposed by Reed (1977, 1983). The selection of these formulae is supported by the review of Katsaros (1990). The computation of the turbulent fluxes was done using the equations given by Gill (1982) choosing constant turbulent coefficients consistent with the results of Geernaert (1990) \( (C_E = C_H = 1.4 \times 10^{-3}) \). A description of the formulae used is in Appendix I.

3.1. Discussion on heat flux estimates

Heat fluxes were computed for each point in a \( 2^\circ \times 2^\circ \) grid and, from them, the mean surface heat flux per unit area for the entire gulf. The mean heat flux values obtained with these formulae are shown on Figure 3 together with previous results from H68, E83, and A93. Our results have a similar seasonal variation than those of previous works but with higher values during all the year. Moreover, differences are larger in winter compared to E83 or A93, and in summer when are compared to H68 (Fig. 3, Table 2).

![Graph showing total surface heat fluxes](image)

**Fig. 3.** Total surface heat fluxes including those of previous studies: EF, results obtained using empirical formulae; Sat, results obtained using satellite radiation data and empirical formulae; H68, Hastenrath (1968); E83, Etter (1983); and A93, Adem et al. (1993).

These differences are smaller than the seasonal signal but they are significant compared to the expected interannual variability. They also have consequences on the role that the gulf has in the northward heat transport. We review the estimation of each term in the heat equation. Unfortunately not all previous works separate the short-wave and long-wave radiation nor the latent and sensible heat fluxes considering them together as radiative and turbulent fluxes respectively.
Table 2. Total average surface heat fluxes (Q) in W m⁻². The abbreviations have the following meaning: Sat means radiation measured by satellite, EF, means estimation made by empirical formulas (radiation), BF means estimations by bulk formulas (turbulent fluxes), H68 means estimations of Hastenrath (1968), E83, estimations made by Etter (1983), and A93 means estimations made by Adem et al. (1993).

<table>
<thead>
<tr>
<th>Month</th>
<th>Sat &amp; EF</th>
<th>BF</th>
<th>H68</th>
<th>E83</th>
<th>A93</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-69.5</td>
<td>-43.9</td>
<td>-64.4</td>
<td>-137.0</td>
<td>-165.0</td>
</tr>
<tr>
<td>2</td>
<td>-32.0</td>
<td>-9.9</td>
<td>-26.6</td>
<td>-72.0</td>
<td>-48.3</td>
</tr>
<tr>
<td>3</td>
<td>12.1</td>
<td>55.9</td>
<td>19.8</td>
<td>-11.0</td>
<td>8.3</td>
</tr>
<tr>
<td>4</td>
<td>56.1</td>
<td>102.7</td>
<td>36.3</td>
<td>64.0</td>
<td>65.0</td>
</tr>
<tr>
<td>5</td>
<td>81.1</td>
<td>135.5</td>
<td>52.3</td>
<td>84.0</td>
<td>76.7</td>
</tr>
<tr>
<td>6</td>
<td>78.8</td>
<td>134.7</td>
<td>31.5</td>
<td>85.0</td>
<td>88.3</td>
</tr>
<tr>
<td>7</td>
<td>80.8</td>
<td>129.9</td>
<td>36.8</td>
<td>72.0</td>
<td>100.0</td>
</tr>
<tr>
<td>8</td>
<td>70.9</td>
<td>108.2</td>
<td>33.9</td>
<td>49.0</td>
<td>43.7</td>
</tr>
<tr>
<td>9</td>
<td>17.2</td>
<td>54.3</td>
<td>-0.5</td>
<td>-23.0</td>
<td>-12.7</td>
</tr>
<tr>
<td>10</td>
<td>-37.7</td>
<td>-5.8</td>
<td>-74.1</td>
<td>-96.0</td>
<td>-69.0</td>
</tr>
<tr>
<td>11</td>
<td>-69.5</td>
<td>-45.3</td>
<td>-107.4</td>
<td>-149.0</td>
<td>-81.0</td>
</tr>
<tr>
<td>12</td>
<td>-83.5</td>
<td>-66.0</td>
<td>-118.6</td>
<td>-155.0</td>
<td>-93.0</td>
</tr>
<tr>
<td>Annual</td>
<td>9.0</td>
<td>-46.6</td>
<td>-125.1</td>
<td>-24.1</td>
<td>-2.2</td>
</tr>
</tbody>
</table>

3.1.1. Radiative fluxes

The radiative flux estimates are represented on Figure 4 and Table 3. There are three previous estimates (E83, H68, and A93) and the two computed here: one using Reed’s formulae with data from COADS as input, and another using radiation measured by satellite (Darnell et al., 1992). The data produced by Reed’s formulae have the largest mean value, and are larger during all the year than the values proposed by E83 and H68. Differences increase in summer reaching more than 100 W m⁻² between H68 and those obtained following Reed’s formulae.

Table 3. Average radiative fluxes (Qs + Qb) in W m⁻².
Abbreviations as in Table 2.

<table>
<thead>
<tr>
<th>Month</th>
<th>Sat</th>
<th>EF</th>
<th>H68</th>
<th>E83</th>
<th>A93</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.8</td>
<td>91.4</td>
<td>62.0</td>
<td>62.0</td>
<td>117.0</td>
</tr>
<tr>
<td>2</td>
<td>89.6</td>
<td>126.7</td>
<td>87.6</td>
<td>99.0</td>
<td>149.0</td>
</tr>
<tr>
<td>3</td>
<td>122.5</td>
<td>166.2</td>
<td>129.7</td>
<td>130.0</td>
<td>181.0</td>
</tr>
<tr>
<td>4</td>
<td>162.8</td>
<td>209.4</td>
<td>146.7</td>
<td>166.0</td>
<td>213.0</td>
</tr>
<tr>
<td>5</td>
<td>185.1</td>
<td>236.4</td>
<td>156.3</td>
<td>183.0</td>
<td>217.3</td>
</tr>
<tr>
<td>6</td>
<td>188.0</td>
<td>243.9</td>
<td>139.9</td>
<td>185.0</td>
<td>221.7</td>
</tr>
<tr>
<td>7</td>
<td>196.1</td>
<td>245.3</td>
<td>138.4</td>
<td>181.0</td>
<td>226.0</td>
</tr>
<tr>
<td>8</td>
<td>186.9</td>
<td>224.1</td>
<td>140.4</td>
<td>167.0</td>
<td>206.3</td>
</tr>
<tr>
<td>9</td>
<td>151.0</td>
<td>189.9</td>
<td>133.6</td>
<td>135.0</td>
<td>174.7</td>
</tr>
<tr>
<td>10</td>
<td>118.8</td>
<td>150.8</td>
<td>96.8</td>
<td>106.0</td>
<td>149.0</td>
</tr>
<tr>
<td>11</td>
<td>84.6</td>
<td>108.9</td>
<td>70.7</td>
<td>76.0</td>
<td>138.3</td>
</tr>
<tr>
<td>12</td>
<td>66.4</td>
<td>81.0</td>
<td>64.9</td>
<td>58.0</td>
<td>127.7</td>
</tr>
<tr>
<td>Annual</td>
<td>134.8</td>
<td>172.1</td>
<td>113.9</td>
<td>120.0</td>
<td>176.3</td>
</tr>
</tbody>
</table>

Fig. 4. Estimation of radiative fluxes from different authors.
Symbols as in Figure 3.

The short-wave radiation in cloudy sky has been computed with many formulae giving significant differences. The computation of the cloud attenuation to the short-wave radiation is one of the main causes of disparities, it has been computed as a linear or nonlinear function of cloudiness with different coefficients (Katsaros, 1990). Another difference between the short-wave radiation estimates is due to the fact that some formulae also include the angle of declination of the sun in the computations. We choose Reed’s formulae since Katsaros (1990) underlines that this formula better agrees with direct measurements. The values obtained with this formula are considerably higher than those obtained following the formula from Budyko (1974), which is the same used by Etter (1983). The term related to the sun declination in Reed’s formula induces larger differences in the summer. As an example, if Budyko’s and Reed’s formulae are
used with the same $Q_c$ (clear sky radiation) and cloudiness at $25^\circ$ N, there is a mean annual difference of $33 \text{ W m}^{-2}$ (Fig. 5). On the other hand, using Reed’s formula, a difference of 13% in cloud cover (from 52% obtained using COADS data to 65% used by A93) induces a difference of $23 \text{ W m}^{-2}$ on the annual mean (Fig. 5).

The long-wave radiation estimation formulae differ because the black body radiation is multiplied by an absorption function which depends on the cloud cover and the humidity. The absorption function has different parameterizations in the formulae of each author.

The surface heat fluxes obtained using satellite radiation data are similar to those reported by E83, larger for summer than those of H68 and lower all the year than A93 (Table 3). These data were computed from a two year data set (1987-1988). Using these data to compute the total surface heat fluxes, the monthly values are also similar to E83 and slightly larger than A93 and H68 (Fig. 3). The net mean surface heat flux is $9.0 \text{ W m}^{-2}$.

![Fig. 5. Estimations of $Q_s$ from Budyko’s and Reed’s formulae using the same clear sky radiation ($Q_c$) and two different cloudiness: constant with $C = 0.65$, and variable cloudiness computed from COADS with monthly mean values ranging from 0.47 to 0.56.](image)

### 3.1.2. Turbulent fluxes

The formulae that we used in the computation of the turbulent fluxes are similar to those used in previous studies in the Gulf of Mexico (H68; E83; Etter et al., 1987; A93) but with different turbulent coefficients. These authors had used very different values (Appendix III), which produce significant differences. The estimation of the turbulent fluxes is linear in the turbulent coefficient. In the Gulf of Mexico an increment in $C_E$ and $C_H$ of $0.1 \times 10^{-3}$ in the turbulent coefficients of the latent and sensible heat flux equations produces a decrease in the annual mean flux of $\sim 10 \text{ W m}^{-2}$. Recent experiments (Geernaert, 1990) show that the best approximations are linear functions of the wind speed. We use a constant value for the turbulent coefficients of $C_E = C_H = 1.4 \times 10^{-3}$ corresponding to tropical areas for wind speed of 10 $\text{ m s}^{-1}$.

Figure 6 shows our estimates of monthly means of the turbulent fluxes together with those of previous works. Our values are lower than those obtained by A93 and E83. The seasonal signal is more intense in the E83 and A93 calculations. The higher seasonal variation on the E83 turbulent fluxes could be due to the fact that he used variable coefficients which increase the turbulent fluxes in winter, when the wind speed is stronger. A93 used a constant coefficient $C_E = C_H = 1.6 \times 10^{-3}$, a value between the one used by H68 and E83, but they obtained the strongest turbulent fluxes (Table 4 and Fig. 6). The large values estimated by A93 might be due to the wind data that they used (from the US Weather Bureau, 1952). Unfortunately they do not include in their paper the values of the wind data itself. The wind speed data used by H68 are similar to COADS, as can be seen on Figure 7. However, in both cases, it has to be considered that both data sets could underestimate the turbulent fluxes since they are from ships, and ships tend to avoid storms.
Fig. 6. Estimation of turbulent fluxes from different authors. BF indicates our results obtained using bulk formulae, other symbols as in Figure 3.

Table 4. Average turbulent fluxes \((Q_e + Q_l)\) in \(W \text{ m}^{-2}\). Abbreviations as in Table 2.

<table>
<thead>
<tr>
<th>Month</th>
<th>BF</th>
<th>H68</th>
<th>E63</th>
<th>An1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-125.3</td>
<td>126.3</td>
<td>199.0</td>
<td>-222.0</td>
</tr>
<tr>
<td>2</td>
<td>-121.6</td>
<td>114.2</td>
<td>171.0</td>
<td>-197.3</td>
</tr>
<tr>
<td>3</td>
<td>-116.4</td>
<td>109.9</td>
<td>141.0</td>
<td>-172.7</td>
</tr>
<tr>
<td>4</td>
<td>-106.7</td>
<td>108.4</td>
<td>102.0</td>
<td>-148.9</td>
</tr>
<tr>
<td>5</td>
<td>-101.0</td>
<td>104.1</td>
<td>99.0</td>
<td>-140.7</td>
</tr>
<tr>
<td>6</td>
<td>-109.2</td>
<td>108.4</td>
<td>100.0</td>
<td>-133.3</td>
</tr>
<tr>
<td>7</td>
<td>-115.3</td>
<td>101.6</td>
<td>109.0</td>
<td>-126.0</td>
</tr>
<tr>
<td>8</td>
<td>-116.0</td>
<td>106.5</td>
<td>118.0</td>
<td>-106.7</td>
</tr>
<tr>
<td>9</td>
<td>-133.8</td>
<td>134.1</td>
<td>158.0</td>
<td>-187.3</td>
</tr>
<tr>
<td>10</td>
<td>-155.5</td>
<td>170.9</td>
<td>202.0</td>
<td>-218.0</td>
</tr>
<tr>
<td>11</td>
<td>-154.1</td>
<td>178.1</td>
<td>225.0</td>
<td>-219.3</td>
</tr>
<tr>
<td>12</td>
<td>-149.9</td>
<td>183.4</td>
<td>213.0</td>
<td>-220.7</td>
</tr>
<tr>
<td>Annual</td>
<td>-125.8</td>
<td>129.0</td>
<td>153.1</td>
<td>-178.5</td>
</tr>
</tbody>
</table>

Fig. 7. Average wind speed data from COADS and those of Hastenrath (1968).
4. Modeling the sea surface temperature

The SST was analyzed with the numerical model described in section 2. The heat fluxes into the model are prescribed using equation (12). To study the seasonal behavior we suppressed the variability due to propagating eddies by taking the monthly mean temperature over 12 years of monthly model data.

4.1. Radiation estimated from satellite and empirical formulae

Experiments E-1A and E-1B have the same mixed layer physics, but different heat input sources. In experiment E-1A the radiation fluxes were computed with the empirical formulae of Reed (1977, 1983). In the output of this experiment the average temperature stays higher than the observed during all year with a difference in the mean temperature of 1.9°C and a root mean square (RMS) error, relative to observations, of more than 2.5°C.

In experiment E-1B the radiation fluxes estimated from satellite were used in the computation of the surface heat fluxes. In this case the average model temperature has a mean difference to the average temperature of observations of 0.6°C, with a RMS error relative to observations of 1.47°C.

As we have shown, there are considerable differences in the estimation of the radiation fluxes using Reed’s formulae and those from satellite. If the computations using Reed’s formulae were correct, with a transport of 25 Sv and considering as a good approximation that all the heat gained is exported through the Strait of Florida, there must be an average difference of 0.5°C between the temperatures of inflowing (at the Yucatan Channel) and the outflowing (through the Strait of Florida) water temperatures. If we consider that the temperature changes are limited to the upper 300 m and the transport in this layer is of 12 Sv (Gallegos et al., 1998), the temperature difference must be 1°C.

The studies that refer to the heat transport in the Yucatan Channel and Strait of Florida do not indicate those temperature differences (H68). On the other hand, in E-1A, which was ran with the data from Reed’s formula, the model temperature remained higher than observations indicating that the heat advection through the Strait of Florida, necessary to decrease the Gulf temperature, is not there.

Based on these results we decide to perform our experiments using the satellite radiation data as the best approach.

The SST in E-1B is determined mainly by air-sea interaction and heat advection. In this experiment, vertical fluxes between the upper and the intermediate layers are limited to small regions where there are strong boundary currents.

E-1B reproduces qualitatively well the most important characteristics of the SST in the Gulf of Mexico. Model SST data are higher than COADS data from October to March and lower from April to September.
The mean temperature of model results is similar to the mean temperature of observations, with differences between them with an average of 1.3°C (Fig. 8) and a RMS of 1.4°C (Fig. 9). In winter, model temperatures are higher than COADS-SST, and differences reach more than 2.5°C in the northern gulf. The maximum model temperature is reached in September, lagging one month the maximum of COADS data; the minimum occurs in February as in observations. The lag in the SST cycle can be explained by the fact that in the model the surface heat is distributed instantaneously over the entire upper layer instead of progressively, diffusing it from the surface, in which case the SST responds faster.

4.2. Advection and entrainment-detrainment contributions to the SST change

In E-2 the advection terms on the heat equation are removed and the SST is determined solely by air-sea interaction. The mean spatial temperature is similar to that of E-1B. The Loop Current and eddies temperature signal disappears, while north-south temperature gradients are more intense. In winter and spring the temperature at the northern gulf are lower than in E-1B, and remain closer to observations, but in other regions temperatures are higher and consequently produce a similar RMS (Figs. 8, 9).

![Graph showing monthly mean SST from COADS data and those obtained in the numerical experiments. E-1A corresponds to data from experiment 1 using Reed's formulae for the radiative estimations, E-1B when satellite data are used, E-2 data from experiment 2, without heat advection as explained in the main text, and E-0 are data from experiment 0, including all terms in the heat equation and entrainment-detainment produced by surface heat fluxes.](image1)

![Graph showing root mean square error of the sea surface temperature between numerical experiments and COADS data. Symbols as in Figure 8.](image2)
The higher winter temperature of the model, both E-1B and E-2, compared to observations, suggests that there are other important cooling processes besides the interaction through the sea surface and advection.

In E-0, we included an entrainment-detrainment process associated to surface fluxes that simulate the seasonal thickness change of the mixed layer. The seasonal variation of the SST is better reproduced when entrainment is included because it contributes to the winter cooling. The RMS from E-0 upper layer mean temperature to observations has an average of 1.0°C while E-1B and E-2 have 1.5°C and 1.7°C, respectively (Figs. 8, 9).

Our results differ from A93 in that they consider a mixed layer of constant depth (60 m) and vertical fluxes negligible below this depth. The main difference is due to the turbulent fluxes that they have, which are considerably stronger than ours. They use a larger turbulent coefficients ($C_E = C_H = 1.6 \times 10^{-3}$) than the ones that recent experiments suggest, and a different wind speed data source.

The annual cycle of the mean value of the entrainment is represented in Figure 10. Entrainment is stronger during October and November. The mean thickness of the mixed layer is represented in Figure 11 showing that deepening of the upper layer begins in late September and ends in February, reaching its maximum rate of change in November. Another evidence of entrainment is reviewed in section 4.4.

![Fig. 10. Mean value of the entrainment. It is more intense in autumn and winter and weaker in spring summer due to the balance between buoyancy flux and wind drag.](image1)

![Fig. 11. Annual cycle of the mean upper layer thickness. It shows the seasonal variation of the mean upper layer thickness, maximum depth is reached in February and minimum in August. This cycle is determined by the entrainment and detrainment.](image2)
4.3. Seasonal sea surface temperature variability

Monthly SST from COADS and model upper-layer temperature from E-0 show lower values in February and maximum in August-September (Figs. 12 and 13). The SST begins to rise in March at the same time that the mixed layer thickness begins to decrease and the heat flux through the surface becomes positive (Figs. 3, 8, 12, 13). In March, after the previous winter season, there are strong north-south gradients. The anticyclonic eddies and the Loop Current are clearly identifiable in SST (removed on figures 12 and 13 since they are monthly composite means), due to the higher temperature than their surrounding. Meanwhile, the Bay of Campeche has higher temperatures than the northern gulf. However, in the middle of the Bay of Campeche the water is cooler than its surroundings due to a cyclonic circulation. In the Bay of Campeche, the model temperatures are higher than observations. A review of the causes shows that, during winter, the COADS winds are low and cloud cover fields show clear skies in the south and southeastern Bay of Campeche (there are few data values in the region) producing low heat loss by latent heat flux and strong heat input by short-wave radiation.

Fig. 12. Maps of SST from COADS data (from a $2^\circ \times 2^\circ$ grid).

In May the downward heat flux is positive in the entire gulf, the SST still has some north-south gradients and the Bay of Campeche SST reaches 28$^\circ$C. The Loop Current, their eddies, and the Strait of Florida gradient are still evident in SST.

In July the entire gulf has almost the same SST, between 28$^\circ$C and 29.5$^\circ$C making indistinguishable the Loop Current and the eddies through surface temperature observations due to the lack of temperature contrasts.

The scenario described for July continues until September, increasing the SST to 29$^\circ$C or 30$^\circ$C in the entire gulf. In October, the gulf starts to cool because the heat flux through the surface changes its direction. The winds are stronger and change to a more southward direction. In November, the heat loss to the atmosphere is more intense and in combination with stronger winds that rise the levels of turbulent kinetic energy produces entrainment, deepening and cooling of the mixed layer. The cooling mechanisms are not
spatially homogeneous; entrainment is more intense in the northern and western gulf. The surface cooling and the inflow of subsurface cold waters increase the SST gradients and the anticyclonic eddies and the Loop Current have higher surface temperature than their surroundings. Also, a cold signature in the western Bay of Campeche can be seen due to the cyclonic circulation in the region (Fig. 13). Entrainment in the upper layer continues until February, cooling and deepening the mixed layer, and increasing the SST gradients.

Fig. 13. Maps of model upper layer temperature from Experiment E-0.

4.4. Evidence of entrainment

We look for an independent evidence of the existence of the entrainment in the concentration of pigment values from the satellite images processed by NASA’s Goddard Space Flight Center (Tran et al., 1992). Pigments in the Gulf of Mexico are more intense in the shelf area and near the river mouths, with weaker

Fig. 14. Monthly mean pigment concentration in the deep region of the Gulf of Mexico computed from the Coastal Zone Color Scanner data. Relative high values are found during winter and lower in summer in concordance with the entrainment cycle.
values in the deep areas. Figure 14 presents the monthly average values for regions off the shelf. The pigment concentrations in the inner gulf are weak but show a clear seasonal signal with higher values in winter and spring and lower in summer in agreement with the results obtained for the entrainment. Pigment estimations from Tran et al. (1992) data are similar to those of Müller et al. (1991) and Walsh et al. (1986). The correspondence in phase of the pigment and the entrainment cycle does not prove that this mechanism is the cause of a fraction of the winter cooling but it reinforces the hypothesis.

The mechanism that we proposed implies that a fraction of the heat gained by the gulf through the surface is transferred by detrainment into intermediate waters and exported through the strait.

5. Discussion and final remarks

The heat fluxes in the Gulf of Mexico were reviewed using a $2\frac{1}{2}$ numerical layer model with thermodynamics and mixed layer physics and through the analysis of bulk formulae, climatological data from COADS and radiation estimations from satellite. Heat fluxes estimate was compared with those of previous studies.

The numerical model was forced by a constant inflow and outflow through the Yucatan Channel and the Strait of Florida respectively, and monthly climatological winds. Monthly heat fluxes through the surface were parameterized as Haney (1971). Different versions of the entrainment parameterization and the heat equation were used to determine the influence of different physical processes on the SST. Also, the contribution of each term in the heat equation was reviewed by examining its impact on the modeled SST.

It is shown that the use of different formulae to compute the short wave radiation results in considerable uneven estimations. Results are very sensitive to changes in the cloud cover value and its parameterization. This analysis shows that the satellite radiative estimates are good for the radiative fluxes. The computation of the long wave radiation is sensible to the black body absorption function, which varies depending on cloud cover and humidity values. In addition, it is shown that turbulent fluxes are highly dependent on the values of the turbulent coefficients in the empirical formulae. Based on the review of different parameterizations of the turbulent fluxes discussed by Geernaert (1990), we choose values for the turbulent coefficients that are smaller than those considered in previous works.

In order to analyze the relative influence of different processes on the SST, several numerical experiments were conducted including or removing terms in the model equations. When temperature advection is removed (E-2), the SST shows significant changes, relative to the case in which it is included (E-1B), mostly in the northwestern gulf where the advection of water from the south increases winter temperatures. However, when entrainment-detrainment associated with the wind stress and the buoyancy flux are included (E-0), the winter temperatures are better reproduced and the RMS error between modeled and observed SST decreases to almost half of that in E-1B.

A mean net heat flux of 9.0 W m$^{-2}$ is estimated, the composite year with the mean removed has a maximum value in May ($84.1$ W m$^{-2}$), remaining almost with the same value until July and has a minimum in December ($-83$ W m$^{-2}$). It is shown that differences between our estimate of the heat fluxes and those of previous studies are due to different data sources and algorithms used in the computation. Another possible source of differences with E83 is the lack of data in the Bay of Campeche in his work.

It is shown that the entrainment and detrainment (shallowing and deepening of the mixed layer) have a significant role in the seasonal evolution of the sea surface temperature of the Gulf of Mexico. In addition, the entrainment seasonal cycle, characterized by an increase in winter and a decrease in summer, agrees with the pigment cycle as is expected by the input of subsurface water rich in nutrients into the mixed layer.
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APPENDIX I. HEAT FLUXES ESTIMATION

The surface heat flux computation was made based on bulk formulae. The net heat flux $Q$ through the sea surface is given by

$$Q = Q_s + Q_b + Q_c + Q_h$$

where $Q_s$, $Q_b$, $Q_c$, and $Q_h$ are the heat flux due to the short wave radiation, long wave radiation, latent heat, and sensible heat respectively.

1. Incoming short wave radiation

The short wave radiation was estimated following Reed (1977)

$$Q_s = Q_c(1 - 0.62C + 0.0019\alpha)(1 - A)$$

where $C$ is the fraction of sky covered by clouds in tenths, $\alpha$ is the altitude of the sun from the horizontal at noon (in degrees), $A = 0.06$ is the albedo, $\alpha$ is computed with the relation $\sin \alpha = \sin l \sin[23.87 \sin(2\pi(t - 82)/365)] + \cos l \cos[23.87 \sin(2\pi(t - 82)/365)]$, where $l$ is the latitude (Reed, 1977). The radiation under clear sky ($Q_c$), is computed with the formula

$$Q_c = A_0 + A_1 \cos \phi + B_1 \sin \phi + A_2 \cos 2\phi + B_2 \sin 2\phi$$

from Seckel and Beaudry (1973), cited in Reed (1977). In equation (21), $\phi = (2\pi/365)(t - 21)$ is a function related to the day of the year in which $t$ is the Julian day. The coefficients in equation (24) were computed following Reed (1983).

2. Long wave radiation

The long wave radiation was computed as Reed (1983):

$$Q_b = \sigma C^4(0.254 - 0.00495e_a)(1 - 0.7C)$$

In this equation $\sigma = 5.67 \times 10^{-8}$ $W m^{-2} K^{-4}$ is the Stefan Boltzman constant, $\epsilon = 0.97$ is the emissivity of the sea surface, $T$ is the temperature in degrees Kelvin, $e_a$ is the water vapor pressure (in millibars) computed following Gill (1982) and is given by

$$e_a = (H/100)e_w$$

with $H$ the percentage of relative humidity, and $e_w$ is the saturation vapor pressure computed as

$$e_w = 0.98[1 + 10^{-6}P(4.5 + 0.0006C)]10^7$$
where $P$ is the atmospheric pressure at sea level in millibars and $\gamma = (0.7859 + 0.03477t_s)/(1 + 0.00412t_s)$, in which $t_s$ is the temperature in Celsius.

3. Latent heat flux

The latent heat flux was computed with the relation

$$Q_e = \rho_a C_E w L (q_s - q_a)$$

(26)

In this relation $\rho_a$ is the air density, $C_E$ is the turbulent coefficient, $L$ is the latent heat of vaporization, $w$ is the wind speed, $q_s$ is the saturation specific humidity and $q_a$ the specific humidity at anemometer level. The latent heat was calculated following Gill (1982) as $L = 2.5008 \times 10^6 - (2.3 \times 10^3) T_s$; $\rho_a = 1.25 \text{ Kg m}^{-3}$, $q_s$ and $q_a$, the saturation specific humidity at sea surface and the specific humidity of air were calculated as Gill (1982):

$$q_s = (0.62197 e_w)/(P - 0.378 e_w),$$

$$q_a = (0.62197 e_a)/(P - 0.378 e_a).$$

In this work, a constant value of $C_E = 1.4 \times 10^{-3}$ is used, following Geernaert (1990).

4. Sensible heat flux

The sensible heat flux was calculated with the formulae

$$Q_h = \rho_a C_p C_H w (T_s - T_a),$$

(27)

with $C_H$ the sensible heat turbulent coefficient, $C_p$ is the specific heat of air, $T_s$ the sea surface temperature, and $T_a$ the air temperature at ship deck level. We use a constant value of $C_H = 1.4 \times 10^{-3}$, as Geernaert (1990).

APPENDIX II. LINEARIZATION OF BULK FORMULAE

The idea developed by Haney (1971) to simplify the algorithm used to compute the surface heat fluxes for modelling proposes is derived from the Taylor expansion of the bulk formulae respect to the sea temperature and evaluating them at the air temperature. With this idea, $Q_h$ and $Q_e$ can be estimated as

$$Q_h = Q_h \big|_{T_a} + \left( \frac{\partial Q_h}{\partial T_s} \right)_{T_a} (T_s - T_a),$$

and

$$Q_e = Q_e \big|_{T_a} + \left( \frac{\partial Q_e}{\partial T_s} \right)_{T_a} (T_s - T_a).$$

Now, using
\[ Q_1 = Q_s - Q_b \big|_{T_a} - Q_e \big|_{T_a} \]

and

\[ q = q_h + \left( \frac{\partial Q_b}{\partial T_s} \right)_{T_a} + \left( \frac{\partial Q_e}{\partial T_s} \right)_{T_a}, \]

where \( q_h = \rho_a C_p w C_H \), and \( \rho_a, C_p, w \) and \( C_H \) have the same meaning as in equation (27).

\( Q \) can be estimated as

\[ Q = Q_1 + q(T_a - T_s). \]

Defining \( T_a^* = T_a + Q_1/q \), the previous equation reduces to

\[ Q = q(T_a^* - T_s). \quad (28) \]

This equation is the one used for numerical modelling. \( T_a^* \) as well as \( q \) are then functions of time and space derived from climatological data (the COADS data in our case) and \( T_s \) is the temperature of the first layer of the model. However, in our case we can evaluate the derivatives in the Taylor series using climatological values of the SST instead of air temperatures.

APPENDIX III. COMPARISON OF FORMULAE AND DATA SOURCES USED ON THE
HEAT FLUXES ESTIMATION IN THE GULF OF MEXICO BY VARIOUS AUTHORS

1. \( Q_c \) computations

For the computation of \( Q_s \) usually the radiation in clear sky is computed first and with this data the net short-wave radiation is computed including the effect of clouds. The clear sky short-wave radiation (\( Q_c \)) has been computed by several authors:

Hastenrath (1968) and Hastenrath and Lamb (1978) takes data from Bernhard and Phillips (1958) maps.

Etter (1983) and Etter et al. (1987) used a combination of results from Bunker (1976) and Hastenrath and Lamb (1978).


This work uses Seckel and Beaudry formula: \( Q_c = A_0 + A_1 \cos \phi + B_1 \sin \phi + A_2 \cos 2\phi + B_2 \sin 2\phi \), from Reed (1977) and Reed (1983) for the coefficients values.

2. \( Q_s \) estimations

Hastenrath (1968) takes data from Bernhard and Phillips maps (1958). He used \( A = 6\% \).

Etter (1983), and Etter et al. (1987) used a combination of results from Bunker (1976) computed with the formula of Budyko and Hastenrath and Lamb (1978) data.

Adem et al. (1993) used the formula given by Budyko (1974), \( a_1 I = (Q + q)_0 (1 - (a + bC)C)(1 - A) \), where \( (Q + q)_0 \) is the total radiation received by the surface with clear sky with \( a = 0.35, b = 0.38 \), (parameters recommended for 25°N), \( C \) is the cloud cover in tenths, and \( A = 6\% \) the albedo at the sea surface.

In this work we follow Reed (1977) using the formula \( Q_s = Q_c (1 - 0.62C + 0.0019\alpha)(1 - A) \).
3. *Q_b* computations

Hastenrath (1968) used \(Q_b = Q_{b0}(1 - 0.60C)\), where \(Q_{b0}\) is the long-wave radiation for clear skies, and \(C\) the fraction of sky covered by clouds (in tenths). He follow Kuhn (1962) for the computation of \(Q_{b0}\).

Etter (1983) and Etter et al. (1987) used Hastenrath and Lamb (1978) results.

Adem et al. (1993) used \(Q_b = -\delta T_a^4[0.254 - 0.0066Ue_s(T_a)][(1 - AC) - 4\delta T_a^3(T - T_a)];\) from Budyko (1974), where \(\delta = 0.96\) is the emissivity of the sea surface, \(A\) is the cloud cover coefficient (= 0.65 in their computation), \(U\) is the relative humidity and \(e_s\) the saturation vapor pressure.

In this work we use \(Q_b = \sigma e T_a^4(0.254 - 0.00495e_s)(1 - 0.7C)\) following Reed (1983).

9.4. *Q_e, Q_h, C_E and C_H computations*

All works use the formulae: \(Q_e = \rho_a C_E wL(q_s - q_a)\) and \(Q_h = \rho_a C_H w(T_a - T_s)\), or an equivalent set using different unit system, but with different turbulent coefficients.

Hastenrath (1968) used \(C_E = C_H = 1.4 \times 10^{-3}\).

Etter (1983) and Etter et al. (1987) computed \(Q_e\) as an average of the results of the work of Budyko (1974), which uses \(C_E = C_H = 2.1 \times 10^{-3}\), and Bunker (1976) with turbulent coefficients computed as a function of the wind speed and the difference of temperature between the air and the sea surface (\(C_E\) and \(C_H\) get values from \(0.071 \times 10^{-3}\) to \(2.52 \times 10^{-3}\)).

Adem et al. (1993, 1994) used an equivalent formula, with \(C_E = C_H = 1.6 \times 10^{-3}\).

In this work \(C_E = C_H = 1.4 \times 10^{-3}\), a value slightly higher than those suggested in recent papers (Geernaert, 1990).
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