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RESUMEN

Se desarrolla una teoría de balance de momento para la orientación de corrientes ascendentes en corrientes 
de densidad con el fin de entender las interacciones entre cizalla y líneas de turbonada. La motivación surge 
de estudios mostrando las limitaciones diagnósticas de la teoría de balance de vorticidad de Rotunno et al. 
(1988) (teoría RKW) al variar los perfiles de cizalla, aunado a la restricción de balance de flujo-fuerza sobre 
la profundidad de ela capa de cizalla en corrientes de densidad óptimas. Considerando que el balance de flujo-
fuerza se deriva de la ecuación de momento horizontal, conceptos de balance de momento son explorados 
como alternativa a la teoría RKW, donde la pendiente de la corriente ascendente está determinada por el 
balance entre tendencias advectivas del aire entrante y el trabajo hecho por perturbaciones de presión dentro 
del fluido más denso. Se simularon corrientes de densidad bajo diversos perfiles de cizalla y flotabilidad. 
Los resultados muestran que el balance de momento diagnostica acertadamente la pendiente de la corriente 
ascendente en los niveles bajos y medios en experimentos que contemplan tanto variaciones c-ΔU «clásicas», 
así como cambios en los perfiles verticales de cizalla y flotabilidad. También se encuentra que casos con 
flujo relativo al sistema más intenso tienden a producir ascenso más profundo de aire ambiental cercano a 
la superficie, sin importar la pendiente de la corriente ascendente. El criterio cuantitativo de la teoría RKW 
(c/ΔU) no es tan efectivo para diagnosticar la pendiente de la corriente ascendente, ni la profundidad alcanzada 
por parcelas originadas cerca de la superficie, aunque c/ΔU provee una idea de la pendiente en niveles altos. 
Este resultado justifica la reinterpretación de c/ΔU como una medida del impacto de velocidades de viento 
en lo alto de la corriente ascendente.

ABSTRACT

A momentum-balance theory for the orientation of updrafts in density currents is developed for understand-
ing squall-line–shear interactions. The motivation arises from studies showing the diagnostic limitations of 
the vorticity-balance theory by Rotunno et al. (1988) (RKW theory) under varying shear profiles, together 
with the flow-force balance constraint (FFB) which determines the shear-layer depth in optimal density 
currents. Considering that the FFB is derived from the horizontal momentum equation, momentum-balance 
concepts are explored as an alternative to RKW theory, by assuming that the updraft’s slope is determined 
by the balance between advective tendencies of inflowing air and the work done by pressure perturbations 
within the denser fluid. Density currents were simulated under diverse shear and buoyancy profiles. Results 
show that momentum-balance effectively diagnoses the updraft’s slope at low and mid-levels in experiments 
contemplating both “classic” c-ΔU variations, as well as changes to the shear and buoyancy vertical profiles. 
It is also found that cases with stronger system-relative inflow tend to produce deeper lifting of near-surface 
environmental air, notwithstanding the updraft’s slope. RKW theory’s quantitative criterion (c/ΔU) is not 
as effective at diagnosing the updraft’s slope nor the depth reached by near-surface parcels, although c/ΔU 
provides guidance for the updraft’s slope at upper levels. This result justifies a reinterpretation of c/ΔU as a 
measure of the impacts of wind velocities aloft on the updraft.

Keywords: Rotunno-Klemp-Weisman (RKW) theory, linear squall lines, updraft vertical orientation.
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1. Introduction
It is well-known that the organization of squall lines 
(SLs) is strongly dependent on the environmental 
vertical wind-shear throughout the low and mid-tro-
posphere (Thorpe et al., 1982; Barnes and Sieckman, 
1984; Bluestein and Jain, 1985; Rotunno et al., 1988, 
hereafter RKW88; Fovell and Ogura, 1989; Alfa-
ro, 2017). The magnitude of the shear can affect a 
SLs maintenance (Coniglio et al., 2007; Alfaro and 
Coniglio, 2018), its precipitation rate (Rotunno et 
al., 1990; Weisman and Rotunno, 2004, hereafter 
WR04; Bryan et al., 2006; Alfaro, 2017), mesoscale 
circulations within the stratiform region (Lafore 
and Moncrieff, 1989; Weisman, 1992; Parker and 
Johnson, 2004a), and the intensity of surface wind 
speeds (Weisman, 1993; Bryan et al., 2006; Cohen et 
al., 2007). But consensus about the physical mecha-
nisms governing the interactions between SLs and the 
low-to-mid-tropospheric shear is lacking within the 
community of mesoscale meteorologists, as reflected 
by decades of vigorous scientific debate continuing 
to this date (e.g. WR04; Stensrud et al., 2005; Bryan 
et al., 2012; Coniglio et al., 2012; Alfaro, 2017). 
Thus, further research on storm-shear interactions is 
warranted, especially because better understanding of 
such processes might lead to improved forecasts (e.g. 
Coniglio et al., 2007; Alfaro and Coniglio, 2018) and 
parameterizations (e.g. Dai, 2006; Moncrieff, 2010).

The leading paradigm for explaining how the 
low-to-mid-tropospheric shear affects SLs with 
well-defined cold pools (e.g. Bryan et al., 2005; En-
gerer et al., 2008; Bryan and Parker, 2010; Provod 
et al., 2016) is RKW88’s theory of vorticity-balance 
(hereafter RKW theory). RKW theory contends that 
the orientation and intensity of the deep convective 
updraft, a fundamental structural element of SLs, is 
primarily determined by the amount of baroclinically 
generated vorticity at the edge of the cold pool rela-
tive to the inflowing environmental vorticity due to 
the shear. Specifically, RKW88 refer to the horizontal 
vorticity equation to argue that the shear’s vorticity, 
which favors downshear updraft tilting (Asai, 1964), 
can counter the cold pool’s tendency to “sweep” 
parcels over the denser air when both vorticity 
sources have opposite signs and similar magnitude. 
Per RKW theory, a SL’s updraft leans downshear 
(upshear) if the shear’s vorticity inflow is greater 
(less) than the baroclinically generated vorticity, 

with updraft verticality depending directly on the 
degree of vorticity-balance. And given that slanted 
updrafts tend to be weaker than vertically oriented 
ones (Asai, 1964; Lilly, 1979; Parker, 2010), RKW 
theory also ostensibly explains the intensity and depth 
of ascending motions.

To evaluate their theory, RKW88 derived a 
quantitative diagnostic from the vorticity equation 
in density currents, where the denser fluid represents 
a SL’s cold pool. They found that in steady systems 
with strictly vertical updrafts, referred to as “optimal” 
(Bryan and Rotunno, 2014, hereafter BR14), the den-
sity current’s theoretical propagation speed (c) (Ben-
jamin, 1968), which measures the rate of baroclinic 
vorticity generation, must equal the change in wind 
speed within the shear-layer (∆U), which measures the 
shear’s vorticity inflow. This result led to the conclu-
sion that upshear (downshear) leaning updrafts arise 
when c is greater (less) than ∆U, a matter substantiated 
in RKW88 by density current simulations. Thereafter 
c/∆U has been the focus of many numerical studies 
which find that simulated density currents (e.g. WR04; 
BR14) and SLs (e.g. Weisman et al., 1988; Rotunno et 
al., 1990; Weisman, 1992; WR04; Bryan et al., 2006) 
behave as predicted by RKW theory, leading WR04 
to state that cold-pool–shear relationships “represent 
the most fundamental internal control on squall-line 
structure and evolution”. 

For all its apparent success, there is ample evi-
dence that RKW theory is not as restrictive on the 
structure of SLs (e.g. Parker and Johnson, 2004b) 
and density currents as suggested by the studies men-
tioned above. For instance, Alfaro (2017) showed that 
∆U affects the intensity of SL’s primarily through its 
impact on layer-lifting convective instability, rather 
than vorticity-balance effects, perhaps explaining 
the lack of robust observational evidence for RKW 
theory (Evans and Doswell, 2001; Gale et al., 2002; 
Stensrud et al., 2005; Coniglio et al., 2012). More 
relevant to this study is the fact that RKW theory 
does not provide a strict criterion for determining 
the depth over which ∆U should be computed. This 
is important because SLs organize in a variety of 
kinematic environments (Evans and Doswell, 2001; 
Gale et al., 2002; Cohen et al., 2007; Coniglio et al., 
2007; Coniglio et al., 2012), and these systems are 
known to be sensitive to the shear-layer depth, for a 
given c/∆U (e.g. WR04). Furthermore, BR14 found 
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that density currents with c ≈ ∆U can develop shallow, 
tilted updrafts, both in the downshear and upshear 
directions, depending on the depth of the shear-layer; 
conversely, highly vorticity-unbalanced flows can 
develop vertical updrafts if a suitable shear-layer 
depth is chosen (see BR14, Fig. 18). These findings 
challenge the commonly held notion that c/∆U pro-
vides a strong constraint on an updraft’s orientation 
and depth, both in SLs and density currents.

The objective of this research is to develop a the-
ory of storm-shear interactions that accounts for the 
impacts of the shear profile, especially the shear-layer 
depth, on an updraft’s structure. For simplicity, only 
adiabatic density current simulations will be consid-
ered, as described in subsection 2.1. Subsection 2.2 
reviews the theoretical foundations of RKW theory, 
where we argue that c/∆U is not a robust measure of 
vorticity-balance for non-optimal flows, being better 
suited for measuring the strength of system-relative 
wind velocities aloft, whose relevance was noted by 
Thorpe et al. (1982). Per this interpretation, c/∆U is 
pertinent to the updraft’s structure aloft, so we seek 
a framework for diagnosing the updraft’s structure 
throughout low-to-mid-levels. Motivated by BR14’s 
results showing that the flow-force balance constraint 
of Benjamin (1968) is a necessary condition for 
optimal density currents, subsection 2.3 explores 
the application of momentum-balance concepts for 
defining a metric (MB) to diagnose the updraft’s 
orientation at low and mid-levels. In order to validate 
our interpretation of c/∆U and the momentum-bal-
ance framework, 2D adiabatic density currents are 
simulated following the methodology of BR14, as 
described in section 3. Section 4 analyzes the results 
by contrasting the diagnostic skill of MB to that of 
c/∆U. Results are discussed in Section 5, while a 
summary and future work around applications to SLs 
are presented in Section 6.

2. Vorticity-balance and momentum-balance in 
density currents
2.1 Adiabatic, inviscid, incompressible, and steady 
density currents 
This subsection considers density currents, as those 
depicted in Figure 1. Density currents are frequently 
used to study storm-shear interactions (RKW88; 
Liu and Moncrieff, 1996; WR04; Alfaro, 2017), as 

they have many features in common with cold pools 
(Charba, 1974; Wakimoto, 1982), while being much 
simpler than SLs. 

The density current analysis is based on the 2D, 
incompressible, adiabatic, and inviscid Boussinesq 
equations in a neutrally stratified fluid:
du = –
dt

∂ρ'
ρ0∂x  (1)

dw = – + b
dt

∂ρ'
ρ0∂z  (2)

db = 0dt  (3)

Outflow at L Inflow at R

Inflow at L Outflow at R above zsl

c/ΔU < 1

zsh

shear-layer

updraft

zdc

negative buoyancy

RL

a)

b)

c)

negative buoyancy

zsh

zsl

c/ΔU < 1

negative buoyancy zsh

Fig. 1. Schematic depiction of density currents. The dark-
gray area corresponds to the denser fluid, while arrows 
indicate the flow at lateral boundaries and near the density 
current’s edge. The flow in a) has a vertical updraft, with 
static air outside the region in light-gray. Cases in b) and 
c) have c/∆U < 1 and c/∆U > 1, respectively.
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∂u = ,–
∂x

∂w
∂z  (4)

where u and w are the horizontal and vertical com-
ponents of the wind velocity, respectively, ρ0 is (con-
stant) density, p is pressure, b = –g ρ'/ρ0 is buoyancy, 
and g is the constant of gravitational acceleration. The 
naught symbol indicates constants that characterize 
the light fluid, while primed variables are perturba-
tions with respect to the environment, i.e. the flow 
at R in Figure 1a.

To delimit the problem, consider a steady density 
current (Fig. 1; the frame of reference is such that 
air is static within the density current). The fluid is 
infinitely deep, with open lateral boundaries and a 
rigid, flat, and free slip lower boundary. Pressure is 
assumed to be constant at the upper boundary and 
the flow at both lateral boundaries is hydrostatically 
balanced, i.e. the rhs of (2) is equal to zero. With these 
assumptions, the conservation of Bernoulli energy 
can be applied to the inflow streamline from R to the 
density current edge to determine the environmental 
surface wind speed (Xu, 1992):

uR,0 = – [2p'L,0 /ρ0]1/2, (5)

where the first subscript specifies lateral boundaries L 
or R (Fig. 1) and the second subscript specifies height 
(z). Applying hydrostatic balance, while considering 
ρ'L = 0 for z > zdc, where zdc is the density current 
depth, (5) can be expressed as

uR,0 = – [2 ∫0     – bL dz]1/2 ≡ – c.
zdc  (6)

Note that c in (6) equals the density current’s 
theoretical propagation speed, as defined by RKW88, 
and that uR,0 = c is a consequence of the assumptions 
made. In addition, mass conservation in an infinite-
ly deep fluid requires uL ≈ uR some distance above 
zmax = max(zsh, zdc) < ∞, where zsh is the environ-
mental shear-layer height, which is consistent with 
density current simulations analyzed in RKW88 and 
BR14. In other words, if one considers a fluid of 
depth z* with a given uR profile, then mass conser-
vation requires that the inflow/outflow at L satisfies 
∫0z* uL dz / ∫0z* uR dz = 1; this condition is satisfied in 
the limit z* → ∞ when winds aloft at L equal winds 
aloft at R (this is a consequence of the intuitive fact 

that winds above zmax dominate the mass flux at lat-
eral boundaries as z* → ∞). These are the working 
assumptions for all subsequent analyses.

2.2 c/∆U as a measure of wind velocities aloft
This subsection argues for an interpretation of c/∆U 
that differs from the vorticity-balance espoused by 
RKW theory. To justify our interpretation, we follow 
RKW88’s derivation. Consider the horizontal vor-
ticity equation for a steady incompressible density 
current:

– (uη) – (wη) – = 0,∂
∂x

∂
∂z

∂b
∂x  (7)

where η = ∂u / ∂z – ∂w / ∂x. Rearranging terms and 
integrating (7) in the control volume framed by L < 
x < R and 0 < z < d, where d is some height d > zmax 
above which uL = uR (required for mass conserva-
tion), gives

∫L
R ∫0

d ∫0
d ∫0

d(uη)L dz – (uη)R dz + bL dz.(wη)d dx =  (8)

Note that bR = 0 by definition. The first and second 
terms on the rhs of (8) are the flux of vorticity at L 
and R, respectively, while the third term represents 
the rate of baroclinic vorticity generation at the den-
sity current’s edge. Hydrostatic balance at lateral 
boundaries implies η = ∂u / ∂z at L and R, so (8) can 
be expressed as

∫L
R ∫0

zdc
2

2(wη)d dx =( ) – + bL dz,–uL,d
2

2( )uR,d
2

2
uR,0  (9)

where uL,0 = 0 and bL = 0 above zdc were used.
Following RKW88 and BR14, we consider an op-

timal density current as the one depicted in Figure 1a, 
where winds aloft are assumed to be static, i.e. 
uL,d = uR,d = 0; furthermore, the vertical updraft im-
plies η = –∂w / ∂x at d, which in turns implies that 
the lhs of (9) vanishes since w = 0 in L and R, hence 
(9) gives

∫0
zdc∆U = uR,d – uR,0 = –uR,0 = (2 – bL dz)1/2 = c, (10)

where the third equality in (10) results from ap-
plying the optimal state assumptions to (9), while 
the first and last equalities are the definitions of 
∆U and c. Note that (6) and (10) are equivalent 
but pertain to different aspects of the flow. RKW 



201A momentum-balance theory for updrafts in density currents

theory’s interpretation of (10) is that “the import of 
the positive vorticity associated with the low-level 
shear [measured by ∆U] just balances the net buoy-
ant generation of negative vorticity by the cold pool 
in the volume [measured by c]” (RKW88), leading 
to a vertical updraft that exports equal amounts 
of positive and negative vorticity through d. This 
interpretation led to the widespread use of c/∆U 
as a vorticity-balance explanation to the updrafts’ 
structure in SLs. 

RKW88 derived (10) assuming an optimal density 
current (Bryan et al., 2012), so care must be exercised 
when dealing with non-optimal cases, i.e. c/∆U ≠ 1. 
For instance, consider a case with c/∆U < 1 (Fig. 1b) 
where (6) implies uR,d > 0, so there is outflow of 
vorticity at R between zsh and the steering level (zsl), 
the latter being the level of vanishing environmen-
tal wind speed. Mass conservation and (6) require 
uL,d = uR,d = ∆U – c, so the outflow of vorticity at 
R is balanced by inflowing vorticity at L (Fig. 1b), 
implying that only the environmental shear below 
zsl needs to be considered when using (9) to analyze 
the vorticity budget. Formally, setting uL,d = uR,d in 
(9) results in

∫0
R ∫0

zdc(wη)d dx =
uR,0 bL dz.+

2

2
 (11)

Equation (6) implies that lateral vorticity flux-
es, given by the first term on the rhs of (11), must 
balance baroclinic sources of vorticity, i.e. the lhs 
of (11) equals zero regardless of the value of c/∆U. 
This observation also applies to cases with c/∆U > 
1, as long as uL,d = uR,d. It is not clear from (11) that 
c/∆U represents a measure of vorticity-balance, even 
though that the derivation was performed under the 
working assumptions of RKW88. One could still 
argue that c/∆U is related to the vorticity structure 
near the SLs leading edge (WR04; BR14), which 
determines the flow via the stream function (Batch-
elor, 2000); however, this interpretation of c/∆U 
warrants caution, not only because the vorticity 
over the denser air required for mass conservation 
is ignored, but also because that metric is insensitive 
to varying shear and buoyancy profiles, for given 
values of c and ∆U. Wesiman (1992) contemplated 
vorticity sources at L in SLs, but such effects were 
not explicitly acknowledged by BR14 in simulations 
with c ≠ ∆U.

A more natural interpretation for c/∆U can be 
found in (6), given that cases with c/∆U > 1 have 
downshear directed flow at R,d, while cases with c/∆U 
> 1 have upshear directed flow, as noted by Alfaro 
(2017). Therefore, under the present assumptions, 
the quantitative criterion of RKW theory unequiv-
ocally measures the wind velocity aloft, which is 
consistent with the wind fields in RKW88’s Figure 20 
and the movement of the density current’s edge in 
BR14’s Figures 15-16. For cases where shear is 
confined to low and mid-levels, such impacts are 
measured by c/∆U, as exemplified by the density 
current in Figure 1b (1c), which is likely to develop 
a downshear (upshear) tilted updraft following the 
wind direction aloft. This matter is the essence of 
the interpretation given by Thorpe et al. (1982), who 
hypothesize that the organization of SLs is favored 
by weak system-relative environmental inflow aloft.

2.3 Momentum-balance
To expose the importance of the momentum fluxes 
at lateral boundaries, we incorporate the impacts of 
momentum structure at low levels, including the 
pressure field associated with the denser air, to the 
concepts argued in the previous section. We expect 
a close relationship between momentum-balance 
and density current’s updraft slope throughout low 
and mid-levels, while c/∆U is expected to be more 
relevant aloft.

To illustrate momentum-balance, we follow 
BR14’s derivation of the flow-force balance condition 
for the optimal state, applied to Figure 1a, which has 
static environmental winds aloft. First, we integrate 
(1) for a steady flow within the control volume framed 
by L < x < R and 0 < z < zmax:

–∫∫ [ ]wu + + dxdz = 0.∂u
∂x

∂u
∂z

∂p'
ρ0∂x  (12)

It is straightforward to show that (4) and van-
ishing vertical velocities at z = 0 can be used to 
express (12) as

∫ (uw)zmax dx = – ∫ (uR – uL) dz + ∫
p'L
ρ0

2 2 dz. (13)

Note that the flux of horizontal momentum 
through the control volume’s upper boundary on 
the lhs of (13) is related to the updraft’s tilt, such 
that positive (negative) values might be expected 
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in cases with upwind1 (downwind) tilted updrafts, 
while vertical updrafts have (uw)zmax = 0. Given that 
the updraft is assumed to be vertical, that the flow is 
static outside the shear-layer (implying uL = 0), and 
that p'L = 0 for z ≥ zdc, from (13) it follows that 

∫0   uR dz = p'L
ρ0

2 dz,
zsh ∫0   

zdc  (14)

where the term on the lhs of (14) measures the lateral 
flux of momentum (LFM), while the term on the rhs 
is the motive force (MF). The interpretation of (14) is 
that the work done by horizontal pressure gradients 
due to negatively buoyant air at L—measured by 
MF—balances the advective tendency due to inflow-
ing momentum at R—measured by LFM. Per this 
interpretation, the MF accounts for the denser air’s 
tendency to accelerate the flow upwind, while LFM 
measures the tendency of the environmental air to 
accelerate the flow downwind. In words of BR14, (14) 
represents a condition for “the incoming horizontal 
momentum [being] ‘stopped’ by the cold pool”. This 
reasoning leads us to expect that the inflowing air 
will not be completely stopped in cases where LFM 
is greater than MF, in which case the updraft tilts 
downwind, consistent with the lhs of (13) being neg-
ative; conversely, in cases with MF greater than LFM 
the work done by horizontal pressure gradients over-
whelm advective tendencies of horizontal momentum, 
turning the flow away from the denser air through an 
upwind tilted updraft, consistent with the lhs of (13) 
being positive. Motivated by this interpretation, and 
in analogy to RKW theory’s quantitative criterion, 
we focus on terms associated with lateral boundaries 
to define a dimensionless momentum-balance index,

MB = ,LFM
MF

 (15)

where MB = 1 corresponds to vertical updrafts, while 
MB > (<) 1 indicates a downwind (upwind) tilt. The 
more MB differs from 1, the greater the tendency of 
the flow to produce slanted updrafts. 

It is important to note that the LFM derived from 
(14) applies only to cases with static winds aloft. An 

LFM applicable to cases with c/∆U ≠ 1 could be defined 
as the first term on the rhs of (13). But care must be 
taken to guarantee conceptual consistency between the 
impacts of momentum fluxes on the updraft’s orienta-
tion and the mathematical expressions derived herein, 
as the latter represent global constraints on horizontal 
momentum within the control volume. This is crucial 
because we are interested in the impacts of momentum 
fluxes at L and R on the updraft’s slope, rather than 
simply keeping track of sources/sinks of horizontal 
momentum through direct application of (13).

To motivate the more general definition of the 
LFM, consider the density current in Figure 1b, 
which has c/∆U < 1 and zzh < zdc. There is inflowing 
momentum below zsl, contributing to tilt the updraft 
in the downwind direction, in agreement with our 
interpretation of (14). On the other hand, there is no 
obvious reason why outflowing momentum above zsl 
should also contribute to downwind updraft tilting; if 
anything, our arguments on the transfer of momen-
tum from winds aloft onto ascending near-surface 
air (subsection 2.2) suggest that environmental out-
flow at R favors upwind updraft tilting above zmax. 
This would not be a problem if uR did not appeared 
squared in (13), and thus implying that outflowing 
(positive) momentum is treated the same way as 
inflowing (negative) momentum, as expected from a 
momentum budget in the control volume. This leads 
to conceptual inconsistencies when applying (13) to 
the updraft slope. Given that such inconsistencies are 
associated to outflow at lateral boundaries, we define 
the first term on the rhs of (13) as

LFM = ∫IR uR  dz – ∫IL
2 uL  dz,2  (16)

where IR = {z | 0 < z < zmax; uR(z) < 0} and IL = {z 
| 0 < z < zmax; uL(z) > 0} specify the levels of in-
flow at R and L, respectively. The upper limit at 
zmax avoids ambiguity about the layer over which 
momentum-balance effects are computed, and it is 
considered reasonable to account for near-surface 
interactions between the denser air and inflowing 
air at low levels. The neglect of outflow at lateral 

1Hereafter the upwind (downwind) direction is toward the right (left) as per configuration in Figure 1, whereby the 
low-level inflow serves as a reference.
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boundaries implies that our indices are not consistent 
with total momentum fluxes, which is why momen-
tum budget analyses are not considered.

2.4 A comparison between MB and c/∆U
Herein we analyze the implications of considering 
MB to diagnose the updraft’s orientation.

First, we want to show that MB correctly predicts 
the updraft’s behavior for “classic” c-∆U variations 
around an optimal case. On one hand, if c is mod-
ified by adding a constant to bL, while holding ∆U 
fixed, as illustrated in Figure 2a, then (6) implies 

that both MF and LFM vary in concert with c. The 
change in MF due to varying pL,0 is half as large as 
the change in LFM through u2

R,0 (while hydrostaticity 
at L implies that the magnitude of pressure changes 
decreases continuously to zero from the surface to 
zdc, environmental winds change by the same amount 
at all levels). Therefore, although both LFM and MF 
vary in concert with c, LFM changes more than MF, 
implying that an increase (decrease) in c around the 
optimal case leads to MB > (<) 1, consistent with 
downwind (upwind) updraft tilting. On the other 
hand, if ∆U is increased, everything else being equal, 

c* = ΔU*
c1 > ΔU*

c2< ΔU*
ΔU* = c*
ΔU1 > c*

ΔU2< c*

c)

a) b)

d)

ΔU*

uR

p'L

0 .5(c2)2 .5(c1)2.5(c*)2 0 .5(c*)2

0 .5(c*)2

z ΔU1

ΔU2

p'L

uR

ΔU*

z

ΔU* uR

z

p'L

(zsh)1

p'L for linear bL
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(zsh)1
(zsh)*(zsh)*

(zsh)2

(zsh)2

0 .5(c*)2

p'L
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Fig. 2. Schematic illustration of density currents under different environmental conditions and buoyancy profiles: 
environmental winds are displayed on the right (horizontal arrows), the gray area on the left represents the denser air, 
on top of which pressure perturbation profiles at L are overlaid (thick dashed lines), and next to which the updrafts 
diagnosed by MB are displayed (arrows pointing upwards). Each figure represents specific variations of the airflow at 
L or R around an “optimal” baseline case with c* = ΔU* and MB = 1 (the asterisk indicates baseline parameter values). 
Baseline profiles are shown in black, while profiles corresponding to LFM > MF (LFM < MF) are in green (red). The 
effects of performing “classic” c and ΔU variations are displayed in a) and b), respectively, c) shows the impacts of 
modifying zsh while holding ΔU fixed, and d) depicts a case with a linear buoyancy profile which gives c*.
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as illustrated in Figure 2b, then a reduction in height 
of inflowing system-relative winds takes place. This 
reduction lowers the value of LFM, which is favor-
able for the development of upwind tilted updrafts. It 
follows that momentum-balance correctly diagnoses 
the orientation of updrafts in density currents under 
classic c-∆U variations.

An important difference between MB and c/∆U is 
that the former depends on the specific distributions 
of hydrostatic pressure perturbations at L and envi-
ronmental winds, while the latter is completely spec-
ified by the limit values determining environmental 
winds aloft: uR,0, uR,zsh, p'L,0 and p'L (zdc), although 
the latter is zero in all cases considered herein. Con-
sequently, MB can differ significantly from c/∆U.

For instance, consider an environment with 
constant shear below zsh, that is, uR = uR,0 (1 – z/zsh) 
for 0 < z < zsh, constant wind velocity aloft, uL = 0, 
and c/∆U = 1. In this case, solving the integrals in 
(16) gives LFM = (∆U2/3) zsh, i.e. LFM is directly 
proportional to the shear-layer depth. Given that 
greater LFM is associated with downwind updraft 
tilting, as illustrated in Figure 2c, it is possible that 
MB can account for BR14’s results revealing the 
updraft’s sensitivity to the environmental shear-layer 
depth for cases with c/∆U = 1. Similarly, for given c 
and zdc, it can be shown that the MF corresponding 
to a linear b distribution below zdc is lower than the 
MF for constant b, implying that the former case is 
more favorable for the development of downwind 
tilted updrafts (Fig. 2d). This suggests that momen-
tum-balance might also explain updraft sensitivities 
to the buoyancy distribution within denser air, as 
documented for density currents (Droegemeier and 
Wilhelmson, 1987) and MCSs (Alfaro and Khair-
outdinov, 2015).

3. Methodology
3.1 Numerical framework
The 2D density current simulations closely follow 
BR14’s approach to enable us to compare our results 
to theirs. Numerical experiments are performed with 
the non-hydrostatic cloud model CM1 version 18 
(code and documentation available at http://www2.
mmm.ucar.edu/people/bryan/cm1/). The dynamical 
core is based on the viscous compressible Boussinesq 
equations. The model is run as a direct numerical 

simulation (DNS), with Prandtl and Reynolds num-
bers set to 1 and 104, respectively. The viscous stress 
and conductivity terms are calculated as in BR14. 
Upper and lower boundaries are flat, rigid and free-
slip, while lateral boundaries are open. The domain 
is 100 km wide and 20 km deep, with ∆x = ∆z = 50 m 
grid spacing.

The initial conditions are not entirely consistent 
with a steady flow in equilibrium. It takes some time 
for the dense fluid to accelerate and reach a qua-
si-steady state. Consequently, the simulations are run 
for 3 h to allow the updrafts to reach quasi-steadiness. 
This strategy, whereby the dense fluid is initially stat-
ic, is common practice in time-evolving simulations 
of density currents (e.g. RKW88, WR04 and BR14).

Initial conditions are prescribed through the buoy-
ancy and vorticity profiles at L and R, respectively, 
which are extended to the interior of the domain as 
follows:

b(x, z) = bL(z) if x < x* and 0 ≤ z ≤ zdc

otherwise0{  (17)

η(x, z)=
–(2 ∫0

z
 bL (z') dz')1/2/

(6∆x)

(∆U – c)/(6∆z)

∂uR(z) / ∂z if x > x* and
0 ≤ z ≤ zsh

if (x* – 6∆x) ≤ x ≤ x* 
and 0 ≤ z ≤ zdc

if x < x* and
zdc < z ≤ (zdc + 6∆z)

otherwise0

{  (18)

where η = ∂u / ∂z – ∂w / ∂x is the horizontal vorticity 
and x* is the center of the domain. Equations (17) and 
(18) were chosen based on results by BR14 showing 
that they produce initial conditions lacking a well-de-
fined updraft and with nearly static denser air (Fig. 3a). 
The second equality in (18) is determined by the 
theoretical speed of parcels that follow the density 
current’s interface under the assumption of strictly 
vertical pressure gradients therein and Bernoulli ener-
gy conservation (the layer of baroclinically generated 
shear extends 6 grid points, roughly corresponding to 
the minimum resolvable scale). The third equality in 
(18), which was not considered in BR14, is included 
to guarantee that (6) is satisfied at initiation, helping 
maintain zdc nearly constant throughout the simula-
tion. BR14’s Figures 15-16 show that density currents 
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eventually develop thin layers with vorticity of the 
same sign as ∆U – c immediately above the denser 
air. This vorticity is mainly produced baroclinically 
as zdc changes near the density current’s edge, and 

it manifests as the flow seeks to satisfy (6) with 
uL = uR above zmax. 

The initial wind field is obtained from (18) by 
solving

2ψ = η,∆  (19)

where ∆2 = ∂2/∂x2 + ∂2/∂z2 and ψ is the stream-func-
tion of the flow, through which the velocity field is 
determined by u = ∂ψ / ∂z and w = –∂ψ /∂x. Boundary 
conditions for (19) are ψ = 0 at the upper and lower 
boundaries, and ∂ψ / ∂x = 0 at lateral boundaries, 
the latter implying that wL = wR = 0. After the wind 
field is retrieved via (18) and (19), the initial pressure 
perturbation field is found by solving the diagnostic 
pressure perturbation equation for inviscid and in-
compressible 2D fluids (Markowski and Richardson, 
2010):

2p' = – ,+� (v� v) 
1
ρ0

∆ ∆ ∆ ∂b
∂z  (20)

where v = (u, w). Boundary conditions for (20) are 
∂p' / ∂z = –b at the lower boundary, which guarantees 
zero vertical acceleration per (2); p' = 0 at the upper 
boundary, and ∂p' / ∂x = 0 at lateral boundaries. 
Equation (20) is satisfied by inviscid flows governed 
by (1)-(4), so it provides reasonable guidance for 
specifying initial conditions in the present context. 
Figure 3a shows the initial wind, vorticity and pres-
sure perturbation fields of a density current simula-
tion which develops a vertical updraft by 60 min, as 
revealed by Figures 3b and 3c.

3.2 Experimental design and the baseline simula-
tion
The experimental design consists of modifications to 
initial bL and ηR profiles (Eqs. 12-13) around a base-
line case studied in detail by BR14. The baseline sim-
ulation is specified by zsh = 1900 m and ∆U = 15 m s–1,  
such that ηR = ∆U/zsh below zsh, while ηR = 0 aloft; 
also, bL = –0.045 m s–2 below zdc = 2533 m, giving c 
= 15 m s–1. The resulting initial conditions and simu-
lated fields at 60 min are displayed in Figures 3a-3b. 
Figure 3b shows that the baseline density current 
develops a vertical updraft, which is consistent with 
it having MB = 1 and c /∆U = 1. Given that our sim-
ulations are not strictly steady, subsequent analyses 
focus on time averaged wind fields, as those presented 

Fig. 3. Fields produced by the baseline simulation. Initial 
conditions are shown in a), where the vorticity field is 
indicated by colored contours, thin gray lines contour the 
pressure perturbation field (every 10 Pa), the thick dashed 
line outlines the denser fluid, and arrows represent velocity 
vectors (compare to Fig. 3 in BR14). Instantaneous fields 
at t = 60 min are displayed in b), with filled contours con-
trasting regions of positive and negative vorticity, solid 
contours indicating the –0.015 m s–2 buoyancy level, and 
wind velocities with magnitude greater than 1 m s–1 depict-
ed by arrows (compare to Fig. 5a in BR14). c) is as b), but 
with fields corresponding to time-averages of snapshots 
taken every 2.5 min between 60 min and 180 min, with 
the mean parcel trajectory indicated by the thick solid line. 
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in Figure 3c (the horizontal frame of reference has 
the origin anchored at the density current’s edge).

To further characterize updrafts, we consider 
the mean Lagrangian trajectories traced by parcels 
originating near the surface, as depicted by the solid 
line in Figure 3c. The mean trajectory is defined as 
in Alfaro (2017):

[x(s), z(s)] = N–1 ∑i=1 [x(s), z(s)]i,N  (21)

where [x(s), z(s)]i is the i-th trajectory parameter-
ized by s, the trajectory length, and N is the number 
of different parcels used for averaging. Parcels are 
initialized ahead of the density current edge 60 min 
into the simulation, when the updraft appears to be 
well developed (Fig. 3b), being uniformly distrib-
uted in space every 2500 m in the horizontal, with 
heights at 425 m, 625 m, and 825 m. Each trajectory 
in (21) is initialized by the condition s = 0 when 
the parcel first arrives at 3 km ahead of the density 
current edge. Only trajectories that reach s > 10 km 
at the end of the simulation are used for averaging; 
however, to evaluate MB we focus on the layer be-
tween 1.5 km and 5.5 km height, the lower limit be-
ing near the level where the trajectory in Figure 3c 

first appears vertical, while the upper limit is 
slightly above the deepest shear-layer considered 
herein. We consider this layer to be appropriate for 
characterizing how updrafts are affected by inter-
actions between the negatively buoyant air and the 
surface-based shear.

4. Results
We analyze the updrafts developed by several sim-
ulated density currents, considering the impact of 
systematically changing one specific characteristic 
of the flow, everything else being equal. Several pa-
rameters describing the simulations are presented in 
Table I in dimensional form to facilitate comparisons 
with SLs and their environments. The parameters α 
and β determine the shear and buoyancy profiles, 
respectively (subsection 4.2, Eqs. 22-23), with base-
line values of α = 1 (constant ηR below zsh) and β = 0 
(constant bL below zdc). As in BR14, values report-
ed in Table I were computed from initial bL and ηR 
profiles, where it is assumed that (6) holds and that 
uR = uL above zmax. We held zdc constant among all 
experiments, guaranteeing that our simulations are 
dynamically distinct from each other. 

Table I. Relevant parameters, determined by initial conditions, of simulated density currents.

Fig. 3 4a 4b 4c 4d 4e 4f 6a 6b 6c 6d
c/∆U 1.00 1.50 1.30 1.20 0.60 0.70 0.80 1.00 1.00 1.00 1.00
MB 1.00 1.56 1.33 1.22 0.60 0.70 0.80 2.60 2.00 0.66 0.83
zsh 1900 1900 1900 1900 1900 1900 1900 5050 3800 1250 1580
α 1 1 1 1 1 1 1 1 1 1 1
β 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Fig. 7a 7b 7c 7d 9a 9b 9c 10a 10b 10c 11a

c/∆U 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MB 1.50 1.20 0.60 0.75 2.00 1.50 1.25 1.00 0.75 0.63 3.60
zsh 1900 1900 1900 1900 1900 1900 1900 950 950 950 3800
α 0.5 0.75 2 1.5 1 1 1 1 1 1 0.75
β 0.0 0.0 0.0 0.0 2.0 1.0 0.5 2.0 1.0 0.5 1.0

Fig. 11b 12a 12b 12c 12d 12e 12f 13a 13b 13c 13d

c/∆U 1.00 0.70 1.33 0.80 1.35 0.67 1.20 0.60 1.50 0.75 1.20
MB 0.50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2.40 0.70
zsh 1250 5050 1250 1900 1900 1900 950 3800 1250 3800 1250
α 1.5 1 1 0.75 2 1 1 0.75 1.5 0.75 1.5
β 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 0.0 1.0 0.0
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4.1 “Classic” ∆U variations
This subsection considers the effect of varying 
the constant determining ηR below zsh, everything 
else being equal (Fig. 2b). These classic inter-case 
variations are analogous to those contemplated by 
RKW88, WR04, and BR14. We do not show cases 
where c is varied, as we find that updrafts respond 
in analogy to ∆U variations as a function of c/∆U, in 
agreement with BR14. 

Figure 4 shows results corresponding to six 
simulations, three with 1 < c/∆U ≤ 1.5 (Figs. 4a-4c) 
and three having 0.6 ≤ c/∆U < 1 (Figs. 4d-4f). As in 
previous investigations, flows with 1< (>) c/∆U de-
velop downwind (upwind) slanted updrafts, follow-

ing the direction of environmental winds aloft. That 
c/∆U ≈ MB in each simulation implies that both 
metrics vary in concert under classic ∆U variations, 
which explains the large sensitivity of the updraft 
slope to changes in the shear’s strength (the same 
is true for c variations; not shown). Also note that 
simulations with downwind (upwind) tilted up-
drafts develop vortices on the downwind (upwind) 
side of the density current’s edge, a feature that is 
common to many simulations considered in latter 
subsections. These circulations complicate the 
interpretation of the rhs of (13) as a measure of 
the updraft’s orientation, while the fact that they 
induce non-hydrostatic pressure perturbations and 

Fig. 4. As Figure 3c, depicting cases with varying ΔU (subsection 4.1). For reference, each figure 
displays the corresponding c/ΔU and MB (see Table I).
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alter wind velocities suggests that caution must 
be exercised when defining the control volume to 
compute MB.

Instantaneous fields at 30 min are shown in Figure 5, 
revealing the association between the aforementioned 
circulations and non-hydrostatic pressure perturba-
tions. As expected from (20), vortices are centered 
on p' < 0, while flow deformations occur within 
p' > 0 (Markowski and Richardson, 2010, pp. 27-28), 
e.g. at the rightmost edge of Figs. 5e, where air that 
previously exited the updraft encounters inflowing 
environmental air. It is worth noting that these 

features reach lateral boundaries late in the simula-
tions, affecting the instantaneous computation of MB. 
This, however, does not undermine our results, as we 
found little sensitivity in time averaged fields and 
mean trajectories when the simulations with c/∆U = 
1.5 (Fig. 4a) and c/∆U = 0.6 (Fig. 4f) were performed in 
a domain twice as large (not shown). In fact, the case-
by-case similarity between updrafts at 30 min (Fig. 5) 
and the time averaged updrafts (Fig. 4) suggests that 
the flow’s structure near the density current’s edge 
is established early in the simulation, remaining 
quasi-steady thereafter. These considerations, which 

Fig. 5. Instantaneous pressure perturbations (contour lines; dashed for negative values), wind velocities 
(arrows), and vorticity field (colors) at 30 min corresponding to the simulations in Figure 4. Mean 
trajectories are included for reference. 



209A momentum-balance theory for updrafts in density currents

apply to all simulations considered herein, justify 
our interpretation of time averaged fields and mean 
trajectories through the MB computed from initial 
conditions.

4.2 Simulations with c/∆U=1
First, we consider the effects of varying zsh in cases 
with baseline’s ∆U satisfying c/∆U = 1. Simulations 
in Figure 6 have zsh varying between 2(zdc)=5050 m 
(Fig. 6a) and 0.5(zdc) = 1,250 m (Fig. 6c), showing 
that shallow (deep) shear layers favor upwind (down-
wind) updraft tilting. The variety of updraft structures 
in Figure 6 demonstrate that c/∆U does not provide 
accurate guidance on the density-current–shear inter-
actions that modulate the ascent of near-surface air. 
On the other hand, updraft slopes vary systematically 
as a function of MB, in agreement with Figure 2c, 
suggesting that momentum-balance captures relevant 
features to which c/∆U is insensitive. Also note that 
vortices resembling those in Figure 4 appear on the 
updraft’s flank determined by its slope, showing that 
these circulations arise independently of the value 
of c/∆U.

Figure 7 shows results from density currents 
in environments with non-constant shear below a 
fixed baseline’s zsh. The uR profiles used for these 
simulations are displayed in Figure 8a, which were 
determined by 

uR (z) = ∆U [1 – (1 – z / zsh)α ] – c   for   z < zsh, (22) 

where α = 0.5 (Fig. 7a), 0.75 (Fig. 7b), 2 (Fig. 7c), 
and 1.5 (Fig. 7d). Note that (22) can produce different 
LFM for given ∆U and zsh (Eq. 16). It is readily seen 
in Figure 8a that environmental wind speeds within 
the shear-layer are a decreasing function of α, such 
that greater α is associated with lower LFM and MB. 
Consistent with the value of MB, and notwithstand-
ing c/∆U = 1, greater momentum inflow at R favors 
downwind updraft tilting (Figs. 7a-7b), while weak 
inflow leads to upwind sloping updrafts (Figs. 7c-7d).

Simulations depicted in Figure 9 have varying bL 
profiles with baseline’s c and uR. From hydrostaticity 
at L, buoyancies are expected to affect MB via the 
MF (rhs of Eq. 14). The buoyancy profiles considered 
herein, shown in Figure 8b, were specified as follows:

Fig. 6. As Figure 4, depicting cases with varying zsh (subsection 4.2). The thin line indicates base-
line’s mean trajectory.
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bL (z) = b0 (1 – z / zdc)β   for   z < zdc, (23)

where β = 2 (Fig. 9a), 1 (Fig. 9b), and 0.5 (Fig. 9c); 
and b0 is the surface buoyancy required for baseline’s 
c. It is easy to show that MF (MB) is a decreasing 

(increasing) function of β, in agreement with the 
downwind tilted updrafts in Figure 9 (β = 0 in base-
line), with greater slopes corresponding to larger β. 
Analogously, fields in Figure 10 demonstrate that, for 
given c and uR, updrafts can tilt upwind in response 

Fig. 7. As Figure 6, depicting cases with varying uR (z) profiles (subsection 4.2).

Fig. 8. In a) environmental wind profiles with baseline’s zsh and ΔU 
derived from (22). In b) varying buoyancy profiles as determined 
by (23). The gray line denotes the constant b0 corresponding to the 
baseline case.
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to changes in bL. Simulations in Figure 10 have 
zsh = 950 m, which gives MB = 1 in the case where 
β = 2. Thus, the density current in Figure 10a is mo-
mentum-balanced, consistent with its vertical updraft, 
while cases in Figures 10b-10c have lower MB (higher 
MF), in agreement with their upwind tilted updrafts.

Finally, we consider the combined effects of vary-
ing uR and bL to produce MB that differs significantly 
from 1 for c/∆U = 1. Results in Figure 11a corre-
spond to a case with baseline’s c and ∆U, but with 
zsh = 3800 m, α = 0.75, and β = 0.75, giving 
MB = 3.6. Fields in Figure 11b were produced by 

a simulation with zsh =1266 m, α = 1.5, and β = 0, 
giving MB = 0.5. These two density currents have 
the most pronounced updraft slopes among all cases 
considered, consistent with their contrasting MB, and 
notwithstanding both having c /∆U = 1. This result 
highlights the importance of processes ignored by 
c/∆U but measured by MB. This, and the fact that 
vertical updrafts arise when zsh is adjusted to satisfy 
MB = 1, as revealed by Figure 10a and shown by 
BR14 for varying shear profiles (see their Fig. 19), 
supports the momentum-balance concepts discussed 
in subsection 2.3 and illustrated in Figure 2.

Fig. 9. As Figure 6, depicting cases with varying bL (z) 
profiles (subsection 4.2).

Fig. 10. As Figure 6, depicting cases with varying bL (z) 
profiles and small zsh (subsection 4.2).
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4.3 Simulations with MB=1 and c/∆U≠1
This subsection analyzes momentum-balanced den-
sity currents based on cases analyzed in the previ-
ous subsection. Specifically, ∆U is varied to satisfy 
MB = 1, while holding c, zsh, α, and β fixed. We 
consider the following simulations: cases with zsh 
values of 5050 m (Fig. 12a; compare to Fig. 6a) and 
1250 m (Fig. 12b; compare to Fig. 6b); with α equal 
to 0.75 (Fig. 12c; compare to Fig. 7b) and 2 (Fig. 12d; 
compare to Fig. 7c; α = 0.5 is not shown because 
it developed vortices due to Kelvin-Helmholtz in-
stability); the two cases with β = 1 (Figs. 12e-12f; 
compare to Figs. 9b and 10b), as linear b profiles are 
relevant to SLs (RKW88; WR04); and the two cases 
with combined effects (Figs. 13a and 13b, compare 
to Figs. 11a and 11b, respectively). 

Figure 12 shows that most updrafts are nearly 
vertical throughout low and mid-levels, especially 
if a case-by-case comparison is made with the mean 
trajectory of the simulation having the most similar 
c/∆U among the density currents described in sub-
section 4.1 and illustrated in Figure 4 (e.g. Fig. 4e 
and Fig. 12a both have c/∆U = 0.7). In other words, 
at low levels, updrafts tend to become vertical for 
MB ≈ 1, despite c/∆U ≠ 1; at upper-levels, updrafts 
tilt in the direction of environmental winds aloft, as 
diagnosed by c/∆U. Note that the tilt at upper levels 
determines the updraft’s flank where noticeable 
vortices develop, which in turn could have minor 
effects on the updraft’s slope at low and mid-levels, 
e.g. the modest upwind slopes at low levels in Fig-
ures 12d-12e.

Figure 13 further exemplifies the behavior de-
scribed above, wherein the case with MB = 1 in 
Figure 13a (13b) should be contrasted with its coun-
terpart in Figure 13c (13d), the latter having MB > (<) 
1 and c/∆U < (>) 1, i.e. opposing MB and c/∆U: the 
updraft of the former is nearly vertical at low levels, 
tilting aloft in the direction determined by c/∆U; in 
the latter, the updraft tilts downwind (upwind) at low 
levels, as determined by MB, changing its direction 
aloft in accordance with c/∆U. We consider these 
results and those presented in the previous subsec-
tion to be strongly indicative of the fact that c/∆U is 
more appropriate as a measure of the tendency of the 
updraft to tilt in the direction of environmental winds 
aloft, rather than near-surface density-current–shear 
interactions, for which MB seems to be better suited.

4.4 Updraft orientation and lifting of environmental 
air for all simulated density currents
Results presented above consistently indicate that 
MB can account for the impacts of the shear and 
buoyancy profiles on the updraft’s orientation 
throughout low and mid-levels. To get a broader 
perspective of this result, the mean trajectories of all 
previously described simulations are shown in Fig-
ures 14a-14b. Each trajectory is translated horizon-
tally such that x(s) = 0 for s satisfying z(s) = 1.5 km 
(Eq. 16), which facilitates comparing among dif-
ferent updraft slopes between 1.5 km and 5.5 km 
height. Curves are colored per MB–1 in Figure 14a, 
and per ΔU/c in Figure 14b, where the reciprocal is 
used because it provides greater symmetry of index 

Fig. 11. As Figure 6, depicting cases with combined zsh, uR (z) and bL (z) profile variations (subsection 4.2).
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values around 1. Updraft slopes appear to be in close 
correspondence with MB, but there is no indication 
of such a relation with c/ΔU. Another way to visual-
ize this result is by looking at scatterplots where the 
ordinate axis indicates the horizontal position of the 
trajectory at 5.5 km height, denoted by x5.5, and either 
MB–1 or ΔU/c in the abscissa axis (Figs. 14c-14d). An 
extrapolation is made to compute x5.5 in cases where 
the updraft does not reach 5.5 km height, assuming 
the slope between 1.5 km and the trajectory’s maxi-
mum height is constant up to 5.5 km.

In Figure 14c there appears to be a linear corre-
spondence between MB–1 and x5.5, with momentum- 

balanced simulations (MB–1 = 1) spanning a relative-
ly narrow range of slopes around x5.5 = 0. On the other 
hand, Figure 14d does not reveal any obvious func-
tional relation between ΔU/c and the updraft slope, 
with simulations having static environmental winds 
aloft spanning the entire range of simulated x5.5.

In addition to the updraft slope, we are interest-
ed in analyzing the depth reached by near-surface 
environmental air, a matter that is central to RKW 
theory (Bryan et al., 2012), for which WR04 and 
BR14 found ΔU/c to be an effective diagnostic. We 
follow WR04 and BR14 by specifying a passive trac-
er, tr, initialized as tr(x, z, t0) = z at t0 = 60 min; its 

Fig. 12. As Figure 4, depicting cases with MB = 1 and varying c/∆U (subsection 4.3). The thin line indicates the mean 
trajectory produced by the case in Figure 4 with the closest corresponding value of c/∆U.
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maximum displacement at t1 = 90 min being defined as 
δmax = max{z – tr(x, z, t1)│tr < 1 km}. Results are 
presented in Figure 15, wherein the ordinate axis 
specifies δmax, while the abscissa corresponds to either 
MB–1 or ΔU/c (Figs. 15a-15b). 

Figure 15a shows that cases with MB = 1, 
which have the most vertical updrafts (Figs. 14a 
and 14c), do not necessarily produce the deepest 
lifting of environmental air. Yet, near-surface air 
tends to reach deeper in cases with large MB, im-
plying that systems with downwind tilted updrafts 
are the most effective at lifting environmental 
air. It appears that greater momentum inflow at R 
is associated with deeper updrafts (e.g. Figs. 6a, 
6b, 7a, 7b, 11a, which have large zsh or α < 1, or both), 
perhaps because greater system-relative mass inflow 
enables broader circulations near the density current’s 
edge than when the inflow is weak. This behavior is 
consistent with the notion that deep shear-layers favor 
the lifting of near-surface environmental air high into 
the upper-troposphere, as suggested by Coniglio et 
al. (2006). However, a more detailed analysis of the 

relationship between inflowing air and of the depth 
of the updraft is beyond the scope of this work.

Figure 15b does not reveal a close relation be-
tween the depth reached by near-surface environ-
mental air and ΔU/c. In order to validate this finding, 
we performed additional simulations with varying c 
to create Figure 15c, which shows results consistent 
with those in BR14’s Figure 17, wherein near-surface 
parcels reach deeper in cases with c/ΔU closer to 1. 
Therefore, while c/ΔU seems to be an effective diag-
nostic under classic c variations, under more general 
conditions the environmental wind speed aloft is not 
an effective diagnostic of a density current’s ability 
to lift near-surface air.

5. Discussion
5.1 Merits and limitations of momentum-balance in 
density currents 
Our results show that momentum-balance can be 
effective for diagnosing the orientation of updrafts 
in density currents, accounting for “classic” c-∆U 

Fig. 13. As Figure 12, depicting cases with combined zsh, uR (z) and bL (z) profile variations (subsec-
tion 4.3).
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Fig. 14. In a) and b) the mean trajectories of all simulations are displayed up to their maximum height. Trajectories are 
colored by the simulation’s MB-1 in a) and ΔU/c in b). The scatter plots in c) and d) show all simulations per their MB-1 
and ΔU/c in the abscissa axis, and x5.5 in the ordinate axis. The line in c) corresponds to the best linear fit to the data.

Fig. 15. Scatter plots showing δmax (ordinate). All simulations are displayed in a) and b), where the 
abscissa indicates MB-1 and ΔU/c, respectively. The scatter plot in c) displays c/ΔU- δmax for “classic”  
variations (compare to BR14’s Fig. 17). 
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variations, the shear-layer depth, the shear profile, 
and buoyancies within the denser air. It is true that 
the experiments considered herein include a limited 
set of initial conditions, so generalizations could 
warrant caution, especially in no-shear environments, 
which were not contemplated since they are not very 
relevant to SLs’ organization. Yet, the robustness 
of our results is substantiated by the fact that the 
numerical experiments considered herein mirror 
those contemplated by BR14 (except for buoyancy 
profile variations, which were not included in that 
study), guaranteeing that our methodology was not 
designed to favor MB over c/ΔU. Furthermore, this 
study considers more diverse variations to environ-
mental winds and buoyancy profiles than previous 
analyses of density currents aimed at understanding 
SL-shear interactions (RKW88; WR04; BR14). We 
are thus led to the conclusion that momentum-bal-
ance represents an effective conceptual framework 
for characterizing the slope of a density current’s 
updraft throughout low and mid-levels, which is 
advantageous over RKW’s quantitative criterion for 
its greater ability to account for varying shear and 
buoyancy profiles.

It is important to mention that only modest 
changes around c/∆U = 1 were contemplated in this 
study. This is so because cases of relevance to SL 
environments where c/∆U differs significantly from 
1 produce updrafts with pronounced slopes in the 
direction of winds aloft. This is due to the underlying 
relationship between MB and c/∆U, as exemplified by 
considering classic ∆U variations: both MB and c/∆U 
vary in concert in response to changes in ∆U (Fig. 2b; 
subsection 4.1), implying that the airflow aloft and 
momentum-balance interactions between the denser 
air and inflowing winds tend to tilt the updraft in 
the same direction. However, it does not follow that 
MB only provides relevant information in cases with 
c/∆U ≈ 1, especially in SLs, which develop significant 
within-storm pressure perturbations above the cold 
pool (Fovell and Ogura, 1988; Lafore and Moncrieff, 
1989), directly affecting the MF. Such features, 
together with non-stagnant air within the cold pool, 
can strongly affect the system-relative inflow through 
the propagation speed (Trier et al., 2006; Mahoney 
et al., 2009), suggesting that c/∆U might not provide 
reasonable guidance for system-relative winds aloft.

There are two issues that deserve further note: 

circulations affecting the momentum structure near 
the updraft and the neglect of outflowing momentum 
at lateral boundaries of the control volume. Regarding 
the former, vortices flanking the updraft are likely to 
have an impact on ascending motions, even though 
in cases considered herein they do not significantly 
affect the diagnostic skill of MB. Perhaps more 
relevant are the circulations associated with non-hy-
drostatic pressure perturbations that reach lateral 
boundaries, complicating the definition of L and R. 
However, as mentioned in subsection 4.1, relevant 
characteristics of the updrafts seem to be established 
early in the simulations, justifying the use of initial 
conditions to compute MB. On the other hand, such 
features are not likely to be relevant to SLs, the 
phenomenon motivating this study, wherein stably 
stratified environmental and within-storm conditions 
should damp those circulations, guaranteeing nearly 
hydrostatically balanced flow at lateral boundaries. 

The neglect of outflowing momentum at lateral 
boundaries might seem ad-hoc for the density cur-
rents considered herein, as there is no formal argu-
ment based on the momentum theorem (Batchelor, 
2000) for defining LFM as in (16). The problem arises 
because the momentum theorem does not represent 
an equation for the updraft’s slope, although there 
clearly exists a close relationship between the mo-
mentum structure at lateral boundaries and updraft 
characteristics. We believe that the physical plau-
sibility of our arguments, wherein inconsistencies 
arise between the foreseen effects of outflowing air 
and the mathematical expressions derived from the 
momentum theorem (subsection 2.3), substantiate 
our definition of the LFM, while results presented 
throughout section 4 provide strong support for this 
choice. It is worth noting that WR04 and BR14 pro-
ceeded in this way (see Bryan et al., 2012), i.e. first 
providing plausible qualitative arguments relating 
the updraft’s structure to the quantitative criterion 
derived from a single “optimal” density current, and 
then validating numerically the applicability of c/∆U 
to non-optimal cases. Therefore, considering that this 
is not a study about the momentum theorem in diverse 
density currents, we think that the momentum-bal-
ance concepts discussed are appropriate means for 
diagnosing the updraft’s orientation throughout low 
and mid-levels, as long as physical arguments and 
numerical evidence support this interpretation.
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5.2 RKW theory and the reinterpretation of the 
quantitative criterion 
One of the most surprising findings of this inves-
tigation is the lack of correspondence between the 
quantitative criterion of RKW theory and both the 
updraft’s slope and the depth reached by near-surface 
environmental air. We believe that the close corre-
spondence between MB and c/∆U under classic c-∆U 
variations led previous studies to misidentify c/∆U 
as an accurate measure of near-surface density-cur-
rent–shear interactions. This is further substantiated 
by the fact that the vorticity-balance relation in (11) 
does not show a clear relationship with c/∆U for 
non-optimal configurations.

In addition, results presented in section 4 lend 
weight to our reinterpretation of c/∆U as a measure 
of the impacts of winds aloft on the updraft’s struc-
ture. Such effects are akin to those contemplated by 
Thorpe et al. (1982) in the context of SLs, wherein the 
movement of the cold pool edge relative to previously 
triggered deep convective cells is of primary impor-
tance to the organization and maintenance of storms. 
The importance of system-relative winds aloft lies in 
their ability to tilt the top of the updraft, which may 
be the result of the airflow impinging on ascending 
parcels with near-surface origins. This effect was 
recognized by Shapiro (1992) and Coniglio et al. 
(2006) in flows with deep shear-layers. Thus, we are 
inclined to interpret c/∆U as a measure of an updraft’s 
tendency to slope in the direction of the wind velocity 
aloft, instead of the near-surface interactions between 
the density current and inflowing winds, as originally 
intended by RKW88. For clarity, we do not deny that 
c/∆U is related to the near-surface vorticity field in 
the updraft’s vicinity, but these theoretical consid-
erations and results presented lead us to conclude 
that c/∆U does not provide an accurate measure of 
the near-surface density-current–shear interactions 
considered by Rotunno et al. (1988), Weisman and 
Rotunno (2004), and Bryan and Rotunno (2014).

It is worth mentioning that this interpretation of 
c/∆U fits within the momentum framework, with 
winds aloft “pushing” the updraft in the direction 
determined by c/∆U. Therefore, we interpret MB as 
a momentum-balance metric for near-surface inter-
actions between the density current and inflowing 
air, while c/∆U provides information on the impact 
of wind velocity aloft on the updraft.

6. Summary and future work
This study presents a momentum-balance framework 
for diagnosing the slope of a density current’s updraft 
in sheared environments, pursuing a theory of storm-
shear interactions that can bridge gaps in the RKW 
theory of vorticity-balance. The motivation arose 
from results by BR14 showing that the quantitative 
criterion of RKW theory, c/ΔU, cannot account for 
the impacts of shear-layer depth variations on a 
density current’s updraft, while also demonstrating 
the importance of the flow-force balance constraint 
(Benjamin, 1968) for the development of the optimal 
state. Given that the flow-force balance represents 
a condition on the horizontal momentum equation 
determining the shear-layer depth for the optimal 
state, momentum-balance concepts are explored as 
an alternative to RKW theory.

We derived a non-dimensional quantitative diag-
nostic concerning the degree of momentum-balance 
(MB) for density currents, which depends on both 
the shear and buoyancy profiles. MB measures the 
extent to which hydrostatic pressure perturbations 
within the denser air—which favor upwind tilted 
updrafts—can counter advective tendencies due to 
inflowing environmental air—which favor downwind 
tilted updrafts. We evaluate the diagnostic skill of MB 
by comparing the updrafts produced by several nu-
merically simulated density currents, wherein profiles 
of environmental winds and buoyancies within the 
denser fluid were varied systematically from case to 
case. Results show that MB can effectively diagnose 
the updraft’s slope throughout low and mid-levels, 
accounting for classic c-ΔU variations, changes to 
the shear-layer depth, and varying buoyancy and 
shear profiles.

Regarding RKW theory, our results show that 
 c/ΔU is not as restrictive on a density current’s 
updraft as suggested by previous investigations 
(RKW88; WR04). In particular, we do not find a clear 
relationship between c/ΔU and either the low-to-mid 
level updraft slope or the lifting of near-surface air. 
This could be due to c/ΔU not being an accurate 
measure of vorticity-balance in non-optimal density 
currents. On the other hand, the close correspondence 
between c/ΔU and environmental wind velocities at 
upper levels lead us to reinterpret c/ΔU as a measure 
of the impacts of the airflow aloft on the updraft. 
Consistent with this interpretation, updraft slopes at 
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upper levels follow the direction of the environmental 
winds aloft, as determined by c/ΔU. 

It is early to guarantee the application of MB 
concepts to observed SLs, but lateral flux of mo-
mentum (LFM) can be computed from data analysis 
by estimating the system’s propagation velocity, e.g. 
by using Corfidi vectors (Corfidi, 2003) to provide 
additional information in understanding SLs organi-
zation. The motive force (MF) term is more difficult 
to estimate because it requires knowledge about 
characteristics within the storm, which are hard to 
measure. However, the layer lifting model of con-
vection by Alfaro (2017) produces indices, that could 
be used to approximate within-storm characteristics.

Future research will focus on the validation of 
momentum-balance concepts in numerically sim-
ulated SLs. First, by diagnosing a SL’s evolution 
throughout early stages, and second, by comparing 
the updraft structures developed by mature storms in 
diverse environmental conditions. It is expected that 
momentum-balance will provide a useful framework 
for incorporating the circulations within the cold pool 
in SLs with trailing-stratiform precipitation.
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RESUMEN

El Modo Anular del Sur (SAM) es un patrón extratropical que influye en el clima de todo el hemisferio sur. 
Sin embargo, la variabilidad de este modo es un área de investigación activa. La influencia de los modos 
de frecuencia más baja en SAM es un camino hacia un mejor conocimiento sobre este patrón. La relación 
entre la Oscilación Cuasi-Bienal (QBO) y la contraparte de SAM en el Hemisferio Norte (Modo Anular del 
Norte) se ha abordado en trabajos anteriores. Aún así, pocos estudios se centran en la asociación entre QBO 
y SAM. El objetivo de este trabajo fue evaluar la posible relación QBO-SAM mediante análisis estadísticos. 
Esta asociación se investigó comparando los índices QBO y SAM, este último en diferentes niveles de la 
tropósfera y la estratósfera, para el período 1981-2010. El análisis de ondeletas mostró que los índices SAM 
para la tropósfera y la estratósfera presentaban variabilidad en muchas escalas, incluida una banda de dos 
años. La técnica de ondeletas cruzadas (“cross-wavelets”) entre QBO y SAM identificó que dicha relación 
tiene una interacción compleja. Hubo una alta potencia común significativa alrededor de la banda de dos 
años, con rezagos que variaron durante el período analizado, incluido sin rezago. Un análisis adicional sin 
rezago confirmó estudios previos, lo que indica que la fase SAM negativa (positiva) es más frecuente para 
QBO del este (oeste). Sin embargo, esto no fue válido para todos los meses. Algunos análisis adicionales 
sugirieron que la propagación de ondas ascendentes a la estratósfera para cada fase de QBO cambia el chorro 
estratosférico y, en consecuencia, la fase de SAM. 

ABSTRACT

The Southern Annular Mode (SAM) is an extratropical pattern that influences the climate of all Southern Hemi-
sphere. However, the variability of this mode is an active area of research. The influence of lower frequency 
modes on SAM is a path to better knowledge about this pattern. The relationship between Quasi-Biennial 
Oscillation (QBO) and SAM’s counterpart in the Northern Hemisphere (Northern Annular Mode) has been 
addressed by previous work. Still, few studies focus on the association between QBO and SAM. The goal of 
this work was to evaluate the possible QBO-SAM relationship through statistical analyses. This association 
was investigated by comparing QBO and SAM indices, the latter on different levels of the troposphere and 
stratosphere, for the 1981-2010 period. The wavelet analysis showed that the SAM indices for troposphere 
and stratosphere presented variability in many scales, including a two-year band. Cross-wavelets techniques 
between QBO and SAM ratified that this relation has a complex interaction. There was a significant common 
high power around the two-year band, with lags varying over the analyzed period, including no lag. Further 
analysis without lag confirmed previous studies, indicating that the negative (positive) SAM phase is more 
frequent for easterly (westerly) QBO. However, this was not valid for all months. Some additional analysis 
suggested that the upward wave propagation to the stratosphere for each QBO phase changes the stratospheric 
jet and, consequently, the SAM phase.

Keywords: Teleconnection patterns, wavelets, wave propagation.
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1. Introduction
The atmosphere is a complex system with interac-
tions at different temporal and spatial scales. Studies 
 of these interactions are necessary since their influen 
ces on atmospheric circulation can explain abnormal 
events in various regions of the globe. Teleconnection 
patterns, in which local anomalies influence remote 
areas, are a great example of this mechanism.

The Quasi-Biennial Oscillation (QBO) is a tele 
connection pattern that occurs in the tropical strato-
sphere. It is characterized by the almost periodic 
alternation between easterly and westerly winds, 
called, respectively, the easterly and westerly QBO 
phases (Ebdon, 1960, 1975; Reed et al., 1961). The 
cycle of zonal wind oscillation varies from 22 to 
34 months, with an average of around 28 months 
(Baldwin et al., 2001). Naujokat (1986) described the 
main characteristics of QBO: the signal propagates 
downward to the lower stratosphere with time; the 
wind speed decreases at lower levels; the amplitude 
and the period of this oscillation change reason- 
ably from cycle to cycle; the transition between easter-
ly and westerly phases occurs between 30 and 50 hPa; 
the easterly QBO phase is, in general, more intense 
than the westerly one, and during the westerly phase, 
the winds propagate downwards faster, favoring the 
prevalence of this phase for a longer time in lower lev-
els of the stratosphere. Although QBO is not literally 
a biennial oscillation, there is a preferential season 
for phase reversal. Considering the 50 hPa level, the 
onset of both the easterly and westerly phases occurs 
mainly in the late austral autumn (Dunkerton, 1990).

In the extratropics, the Annular Modes stand out 
as the leading mode of climate variability. This tele-
connection pattern describes north-south “seesaws” 
of atmospheric mass between the high latitudes 
and parts of the midlatitudes in both hemispheres. 
In the Northern Hemisphere (NH), it is known as 
Arctic Oscillation (AO) or Northern Annular Mode 
(NAM), while it the Southern Hemisphere (SH), 
is named Antarctic Oscillation (AAO) or Southern  
Annular Mode (SAM). This pattern’s structure is very 
similar for both hemispheres, occurring all months 
in the troposphere. The SAM reaches its “active 
phase” - maximum intensity in the stratosphere - at 
the end of austral spring, whereas for the NAM this 
stage occurs during the boreal winter. The positive 
(negative) Annular Mode phase is characterized by 

negative (positive) anomalies of geopotential height 
over polar regions and positive (negative) anomalies at 
mid-latitudes (Gong and Wang, 1999; Thompson and 
Wallace, 2000). This mode of variability is an active 
research area (Schenzinger and Osprey, 2015; Fogt 
and Marshall, 2020). The influence of lower frequency 
modes on SAM is a path to better knowledge about this 
pattern. Kodera and Koide (1997) and Baldwin and 
Dunkerton (1999) indicate that the typical NAM signal 
first appears in the stratosphere and then propagates 
downwards, suggesting that the NAM phase could be 
influenced by stratospheric circulation.

Although it is a tropical phenomenon, the QBO 
influence on the extratropical regions has been in-
vestigated by several authors, mainly in HN (e.g., 
Holton and Tan, 1980, 1982; Baldwin and Tung, 
1994; Coughlin and Tung, 2001; Naoe and Shibata, 
2010; Kuroda and Yamazaki, 2010; Roy and Haigh, 
2011; Anstey and Shepherd, 2014; Li et al., 2020). 
Holton and Tan (1980) showed that the geopotential 
height at high latitudes is significantly lower during 
the westerly QBO phase. They suggested that the 
QBO may act either to focus planetary wave activi-
ty toward high latitudes or to allow its passage into 
the Tropics, through modulation of the latitudinal 
extent of the winter westerlies. The easterly QBO 
increases extratropical confinement of wave activity, 
weakening the vortex. The opposite situation during 
the westerly QBO, strengthens it (known as the 
Holton-Tan effect).

Studies relating QBO and Annular Modes have 
been carried out before, but they are generally 
focused on HN. Holton and Tan (1980), when ex-
amining 50 hPa geopotential composites in the NH, 
generated from the QBO phases, found a similar 
pattern to NAM. Coughlin and Tung (2001) showed 
a statistically significant relationship between the 
QBO signal and each level of the NAM, from 
10 mb to 1000 mb, in which they all peak with the 
same frequency as the QBO. Other studies reveal that 
the positive (negative) NAM phase is associated with 
the westerly (easterly) QBO phase (e.g., Ruzmaikin 
et al., 2005; Scaife et al., 2014; Anstey and Shepherd, 
2014). Kuroda and Yamazaki (2010) investigated the 
influence of the 11-year solar cycle and the QBO on 
the SAM in late winter/spring. They found that the 
SAM signal is strongly affected by both the solar 
cycle and the QBO. The SAM signal was restricted 
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to the troposphere and disappeared very quickly in 
years with low solar activity.

Several studies have indicated the separate influ-
ence of QBO (e.g., Gray, 1984; Mukherjee et al., 1985;  
Jury et al., 1994; Peings et al., 2013; Gray et al., 2018) 
and SAM (e.g., Gillett et al., 2006; Silvestri and Vera, 
2003, 2009; Carvalho et al., 2005; Reboita et al., 
2009; Vasconcellos and Cavalcanti, 2010; Blázquez 
and Solman, 2017; Rosso et al., 2018; Vasconcellos 
et al., 2019) around the globe. As discussed above, 
the QBO-NAM relationship has been addressed by 
previous studies, indicating an association between 
them. However, few studies show the association 
between QBO and SAM (e.g., Roy and Haigh, 2011; 
Anstey and Shepherd, 2014). It is, therefore, neces-
sary to verify whether this relationship also occurs 
in the SH and investigate its variability, to better 
understand the variability of SAM.

In this study, we specifically focused on evalu-
ating the possible relationship between QBO and 
SAM patterns through statistical analysis. As part 
of this investigation, the following questions were 
addressed: 

1. Is there a relationship between QBO and SAM? 
2. Does this relationship occur on all months? 
3. Are there lags between them? 

These questions were investigated by comparing 
QBO and SAM indices, the latter on different levels 
of the troposphere and stratosphere. The Continuous 
Wavelet Transform (CWT) and Cross Wavelet Trans-
form (XWT) techniques were applied to identify 
significant common power and phase difference 
between the QBO and SAM. Contingency tables and 
composite analyses were also used to complement 
the study.

This paper is outlined as follows. Section 2 in-
troduces the datasets and describes the methodology 
used to investigate the association between QBO 
and SAM. Section 3 presents and discusses the main 
findings. Summary and conclusions are presented in 
Section 4.

2. Dataset and Methods
Monthly datasets of ERA-Interim reanalysis from 
the European Centre for Medium Range Weather 

Forecasts (ECMWF) were used for the following 
variables: geopotential height at 700, 200, and 30 hPa, 
and zonal wind at 30 hPa. The daily ERA-Interim 
dataset was also used for air temperature and merid-
ional wind at 30 hPa. ERA-Interim features a global 
spatial coverage, with a horizontal resolution of 0.5º 
x 0.5º latitude/longitude and 60 vertical levels from 
the surface to 0.1 hPa. Details on the data assimi-
lation system of ERA-Interim can be found in Dee 
et al. (2011). The 1981-2010 period was evaluated. 
Monthly anomalies were constructed for each month 
by subtracting the corresponding 1981-2010 clima-
tological monthly mean.

The QBO index was calculated based on Naujokat 
(1986): zonal mean (0º –360º) of 30 hPa zonal wind 
at 0º latitude. The index has negative values in the 
easterly QBO phase and positive values in the wester-
ly QBO phase. The SAM indices were calculated for 
three different levels (troposphere and stratosphere): 
700, 200, and 30 hPa. The index (for each level) was 
obtained from the principal component time series of 
geopotential height monthly anomaly polewards 
of 30ºS, using Empirical Orthogonal Function (EOF) 
(Vasconcellos et al., 2019). Positive (negative) values 
of the SAM index are associated with negative (pos-
itive) geopotential height anomalies over Antarctica 
and positive (negative) geopotential height anomalies 
at midlatitudes.

The wavelet transform can be used to analyze 
time series that contain nonstationary power at many 
different frequencies (Daubechies, 1990). Torrence 
and Compo (1998) indicate that the wavelet transform 
allows the identification of the dominant modes of 
variability with a more significant contribution to the 
signal observed in a given period. In time or space, 
the CWT has movable windows, which expand or 
compress to capture low and high-frequency signals, 
respectively. Thus, it becomes a useful tool to cap-
ture the contribution of each frequency to the time 
series, even if that contribution varies throughout the 
series (Labat, 2005). CWT was applied to the SAM 
index time series (for each level), to find the different 
scales that contribute to the SAM’s large variability. 
The CWT figures display the time series on the X-ax-
is and the frequency on the Y-axis. The cold colors 
represent less contribution to the series, and the warm 
colors are the frequencies that most contribute to the 
signal variability (high power). The CWT has edge 
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artifacts because the wavelet is not entirely localized 
in time. It is, therefore, useful to introduce a Cone 
of Influence (COI) in which edge effects cannot be 
ignored. Here, the region outside of COI is in blurred 
shade. The Monte Carlo test wats applied to find a 
90% confidence level of the signal.

The XWT displays the regions in which the two 
time series vary together and reveals information 
about the relationship between their phases through 
phase vectors. It means that even if the relationship 
between the two signals does not occur simultane-
ously, the XWT can identify it. The XWT allows to 
identify the similarity between two signals, quanti-
fying the degree of the relationship between them 
over time (Labat, 2005). The XWT was calculated 
using QBO and SAM indices (for each level). The 
figures obtained from the XWT are similar to those 
obtained with CWT. Peak power locations correspond 
to regions where the time series are related. The XWT 
figures also have arrows, the phase angles that indi-
cate the lag between the two time series. To analyze 
the phase angles, it is necessary to know which time 
series was processed first, and in this case, QBO 
was the first. The phase relationship is shown as ar-
rows, with in-phase pointing right, anti-phase point 
ing left, the QBO leading SAM by 90º (270º) pointing 
straight down (up). The toolbox based on the meth-
odology described in Grinsted et al. (2004) was used 
to calculate both CWT and XWT (available in http://
grinsted.github.io/wavelet-coherence/).

Further analysis was performed comparing QBO 
and SAM with no lag. The SAM is a result of the sum 
of influences at diverse time scale (Schenzinger and 
Osprey, 2015; Fogt and Marshall, 2020). As QBO 
is a low-frequency pattern, to compare these two 
series, the SAM index for each level was filtered to 
exclude high-frequency variability, using a moving 
average filter. The moving average is a simple linear 
filter that converts a series Xt, into another series Yt, 
by the linear operation (Equation 1):

Yt = ∑s
r=–q ar Xt+r (1)

where q and s represent the limits of the sum, and for 
this study q = s. Xt represents the series to be filtered, 
Yt the resulting series, and ar are the weights used 
in the moving average. In this study ar is given by 
the expansion of the term (1/2+1/2)2q. In this way, 

the weight of the terms closest to the center is higher, 
giving them greater importance. For the 24-month 
(2-year) filter, the corresponding q is 12. However, 
for larger q values, the terms farther from the center 
get smaller and become negligible for the calculation. 
Therefore, when filtering the series, q = 4 was used, 
a sufficiently large value. This methodology was 
based on Chatfield (2004). Because of this q value, 
applying this filter to the first and last four months of 
the analyzed period is impossible. Thus, the filtered 
SAM index for the 1981 to 2010 period started in 
May 1981 and ended in August 2010.

Monthly contingency tables between the QBO 
and SAM (filtered) indices were created (without 
lag). The 2x2 tables were used. The upper-left square 
corresponds to the negative SAM phase events during 
the easterly QBO phase; the upper-right square cor-
responds to the negative SAM phase cases during the 
westerly QBO; the bottom-left square corresponds 
to the positive SAM phase along easterly QBO; and 
the bottom-right square corresponds to occurrences 
of a positive SAM phase along westerly QBO. These 
tables were created for each SAM index (700, 200, 
and 30 hPa). Because of the moving average filter, 
the contingency tables of January-April and Septem-
ber-December had 29 observations. The other months 
had 30 observations.

The correlation between the SAM index and zonal 
mean, both filtered using the moving average filter 
described above, was calculated to complement the 
results. The latitude versus pressure profile of this 
correlation was built. A t-student test (Wilks, 2006) 
was applied to composites at a 90% confidence level.  

Geopotential height anomaly at 30 hPa and zonal 
wind were also filtered using the moving average 
filter described above. These were used to generate 
composite analyses for each QBO phase (without 
lag). The zonal wind was taken to create a latitude 
versus pressure profile (zonal mean). The geopoten-
tial height anomaly at 30 hPa was shown on a polar 
stereographic map. Also, we calculated the meri-
dional heat flux (v'T') at 30 hPa from the daily dataset 
and built composites for easterly and westerly QBO. 
Trenberth (1991) showed that the meridional heat 
flux (v'T') is proportional to the Eliassen-Palm ver-
tical component. Edmon et al. (1980) suggested the 
Eliassen-Palm flux components denote the direction 
and magnitude of the planetary wave propagation, so 
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30 hPa could be used as a measure of the activity of 
the waves entering the stratosphere. As for the other 
composites, the flux was also filtered. 

Since November is the active period of SAM 
(Thompson and Wallace, 2000), we choose this 
month to analyze the correlation and composites 
described above. The periods used for these com-
posites were identified with the CWT of the SAM 
index at 30 hPa (1987-1990 and 2000-2004, see 
Section 3 - Results). A t-student test (Wilks, 2006) 
was applied to composites and correlations at a 90% 
confidence level.

3. Results
As mentioned, the CWT technique was applied to 
SAM indices at 700, 200, and 30 hPa, and results 
are shown in Figure 1. Warm colors in Fig. 1 have 
higher power, corresponding to where most of the 
energy in the series is concentrated, and the black line 
represents the 95% significance level. The analysis of 
the 700 hPa SAM index (Fig. 1a) shows peak power 
in the 1-6 months band in several tyears of the time 
series, ceasing around 2007. It also presents high 
power regions in the 1-2 year band, for the periods: 
1985-1990, 2000-2003 and 2007; a peak is also seen 
in the 4-6 year band, between 1993 and 2001. The 
CWT for the 500 hPa SAM index was quite similar 
to Figure 1a (not shown). In the upper troposphere 
(200hPa - Fig. 1b), the SAM index exhibited simi-
lar power peaks as in the lower troposphere, but 
generally for shorter periods. Peaks were observed 
in the 1-2 year band around 1989, 2000-2004 (this 
peak extended longer than 2-year band) and 2007. 
Significantly higher power in the 4-6 year band ex-
tended from approximately 1995 to 2001. The CWT 
obtained for the stratospheric SAM index (30 hPa) 
presented differences compared to tropospheric ones, 
as shown in Figure 1c. First, the significant peaks in 
power in the band up to 3 months were less frequent. 
Significant high power was observed in the bands 
around 6 months-1 year, 1-2 years (this peak also 
extended longer than 2 years), while the 4-6 years 
band had no significant power. Significant high 
power in the 1-2 year band was observed in periods 
1987-1990 and 2000-2004. Fogt and Marshal (2019) 
discuss the variability in the SAM and show that this 
variability stems from changes in the extratropical 

atmospheric circulation from the surface up through 
the stratosphere. Phenomena with several timescales 
can cause these changes, from synoptic (e.g., positive 
feedback between transient eddies and polar jet) to 
low-frequency modes (e.g., QBO and El Niño-South-
ern Oscillation), consistent with our CWT results.

Figure 1 revealed that the SAM index had several 
bands of high power, indicating many sources of 
variability. Schenzinger and Osprey (2015) and Fogt 
and Marshall (2020) also suggested sources with 
various timescales influencing the SAM. In addition, 
the SAM indices showed variability near the 2-year 
band for both the troposphere and stratosphere, sug-
gesting that the QBO pattern could influence SAM 
variability in this band.

To verify this possibility, the XWT was applied 
between QBO and SAM indices (for 700, 200, and 
30 hPa SAM indices). Figure 2a, corresponding to 
the XWT between QBO index and SAM index at 
700 hPa, shows intense power peaks in the 2-year 
band around 1984-1985, 1988-1995, and from 1999 
to the end of the time series. This result indicates an 
association between these two patterns in this band 
(approximately two years). When analyzing the phase 
vectors, lag phases can be seen between the QBO 
and SAM index time series. In the 2-year band (red 
rectangle) for the 1984-1985 period, the vectors are 
inclined approximately 90º (6 months lag) and 0º 
(in-phase), respectively. In the period 1988-1991, 
the phase vectors changed from 180º (anti-phase) to 
90º (6 months lag). The 1992-1995 period had vec-
tors in-phase (around 0º). In 1999, the patterns had 
6 months lag (~90º) and, in 2000 became again in-
phase (around 0º). The 2001-2004 period presented 
a higher phase difference, approximately 270º (18 
months lag). From after 2004 until the end of the time 
series, the patterns were in phase (around 0º). The 
corresponding analysis with SAM index at 500 hPa 
(not shown) and 200 hPa (Fig. 2b) were similar to 
700 hPa.

Some differences were observed in the strato-
spheric XWT (30 hPa - Fig. 2c) compared to the 
tropospheric ones (Fig. 2a-b). The high power 
observed in the stratosphere (around 2-year band) 
was more intense than in the troposphere. As in  
the troposphere, 1984 had about 6 months lag in the 
stratosphere. While in the stratosphere the period 
1985-1987 was in phase, only 1985 was significant 
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in the troposphere. In the 1988-1989 period, the 
vectors inclined approximately 270° (18 months 
lag) and 180° (anti-phase), respectively. Although 
the 2-year band had no significance in 1990-1992, 
there was a significant area right below 2-year (still 

within the QBO period) in which the arrows were in 
phase. The 1993-1996 and 1999 periods presented a 
6-month lag (around 90º). In the 2000-2005 period, 
the vectors had a counterclockwise rotation, starting 
at 0º (in-phase), passing through the 270º (18-month 
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Fig. 1. Power spectrum of the continuous wavelet transform (CWT) of 
SAM index at: (a) 700 hPa, (b) 200 hPa, and (c) 30 hPa. The thick black 
contour designates the 5% significance level and the cone of influence (COI) 
where edge effects might distort the picture is shown as a blurred shade.
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lag) in 2001-20002, and 180º (anti-phase) in 2003-
2004, finishing at 90º (6-month lag) in 2005. From 
2006 onwards, the patterns were in phase (around 0º) 
as in the troposphere.

Figure 2 shows that there are different lags 
between QBO and SAM, including no lag; thus, 
we complement these results focusing on no lag. 
Monthly contingency tables counting the occurrences 
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Fig. 2. Cross-wavelet transform (XWT) of the QBO and SAM index time 
series. The thick black contour designates the 5% significance level. The 
relative phase relationship is shown as arrows, with in-phase pointing right, 
anti-phase pointing left, the QBO leading SAM by 90º (270º) pointing 
straight down (up). The red rectangle displays the 2-year band.
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of simultaneous cases (no lag) of QBO and SAM 
phases (filtered) are shown in Figures 3-5 (700, 200, 
and 30 hPa SAM index, respectively). It is notewor-
thy that the frequency of the SAM phases related to 
QBO phases varied slightly through the atmosphere. 
Perhaps this behavior occurred because the Annular 
Mode signal first appears in the stratosphere and 
propagates downwards with time (Kodera and Koide, 

1997; Baldwin and Dunkerton, 1999), but that in 
the same month the propagation may not have yet 
reached the lowest levels. Additionally, Kuroda and 
Yamasaki (2010) indicate that the SAM signal stays 
restricted to the troposphere in years with low solar 
activity, which could also explain troposphere-strato-
sphere differences. It is necessary to observe the 
behavior of the SAM relative to the phases of QBO 
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Fig. 3. Monthly contingency tables between the QBO and SAM indices. SAM index (filtered) 
calculated for 700 hPa. The upper-left square corresponds to the events of the negative SAM 
phase during the easterly QBO phase (E); the upper-right square corresponds to the cases 
of negative SAM phase during the westerly QBO (W); the bottom-left square corresponds 
to events of positive SAM phase along easterly QBO (E); and the bottom-right square cor-
responds to occurrences of a positive SAM phase along westerly QBO (W).
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Fig. 4. Same as Figure 3, but for SAM index calculated at 200 hPa.
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to analyze the contingency tables since the QBO is 
the longer-lasting phenomenon. Inspection of the 
columns in each table identified which SAM phase 
was more frequent in each QBO phase, to establish 
a relationship among them. When a SAM phase 
occurred more frequently during the easterly QBO 
and, during the westerly phase, the opposite SAM 
phase was more frequent (“oblique behavior” in the 
contingency tables), a relationship between the phe-
nomena is suggested. Table I summarizes the results 
from the contingency tables (Figs. 3-5). The most 
frequent pattern presented the negative SAM phase 
related to the easterly QBO phase and the positive 
SAM phase associated with the westerly QBO phase. 
Months not included in the table did not present the 
“oblique behavior”.

November is the active SAM period (Thompson 
and Wallace, 2000), so we choose this month to ana 
lyze the latitude versus pressure profile of correlation 
between the SAM index and zonal wind (both filtered) 

(Figure 6). The most significant correlations were 
found in the extratropics. This result was expected 
since the SAM is the leading mode of the extra-
tropical region (Thompson and Wallace, 2000). The 
correlation map highlighted the relationship between 
SAM phase and the polar stratospheric vortex and 
polar night jet, showing a significant strengthening 
(weakening) of the stratospheric jet during positive 
(negative) SAM phase, as discussed in previous work 
(e.g., Thompson and Wallace, 2000; Fogt and Mar-

QBO
E W
13 3

4 8

10 8

5 6

3 12

9 5

4 9

9 7

12 3

6 9

11 4 

10 5

11 5

9 5

9 6

87 7 

12 4

5 8

12 4

6 7

12 4

6 7

13 3

5 8

E W E W E W

E W E W E W E W

E W E W E W E W

JANUARY FEBRUARY MARCH APRIL

MAY JUNE JULY AUGUST

SEPTEMBER OCTOBER NOVEMBER DECEMBER

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO
S

A
M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

QBO

S
A

M

P
O

S
N

E
G

Fig. 5. Same as Figure 3, but for SAM index calculated at 30 hPa.

Table II – Classification of easterly and westerly QBO 
years (November) used for composite analysis (Figure 
6). The period analyzed is 1987-1990 and 2000-2004.

Easterly QBO Westerly QBO

1988, 1989, 2000, 
2001, 2002, 2003

1987, 1990, 2004

30

100

200

500

700

1000
80S 70S 60S 40S 30S 20S 10S EQ50S

Fig. 6. Latitude versus pressure profile of correlation 
between the SAM index at 700 hPa and zonal wind (both 
filtered) for November. Areas with 90% significance are 
dotted (t-student test).
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shall, 2019). There was also a significant positive co- 
rrelation in the tropical stratosphere, i.e., positive 
(negative) SAM phase related to westerly (easterly) 
wind, although, at levels higher than 30hPa, this 
tropical region is dominated by the QBO. This re-
sult agreed with the contingency tables, indicating a 
relationship between positive (negative) SAM phase 
and westerly (easterly) QBO phase.

We also analyzed composites of geopotential 
height anomaly at 30 hPa for each QBO phase (Fig. 7). 
The period of these composites was identified from 
the CWT of the 30 hPa SAM index as no lag (1987-
1990 and 2000-2004 - Fig. 2c). Table II shows the 
years used for each composite. Although there were 
few areas with statistical significance, the geopoten-
tial height anomaly composites displayed positive 

(negative) anomalies at polar (middle) latitudes 
for easterly QBO phase, indicating negative SAM 
phase. The westerly QBO composite presented the 
opposite pattern, suggesting a positive SAM phase. 
These composites confirmed the results from the 
contingency tables.

Although the scope of this work was not to inves-
tigate the mechanisms of the QBO-SAM relationship, 
a possible cause of this link is wave propagation to 
the stratosphere, which affects the QBO and the polar 
stratospheric vortex (e.g., Baldwin and Tung, 1994; 
Thompson and Wallace, 2000; Fogt and Marshall, 
2019; Li et al., 2020). The maximum of this wave 
propagation from the troposphere to the stratosphere 
in the SH occurs in late spring (Charney and Drazin, 
1961; Randel and Newman, 1998). To corroborate 

Table I – Summary of results presented in the monthly contingency tables (Fig. 3-5). Months not included 
in the table are those that do not present the “oblique behavior”.

Easterly QBO/negative SAM
Westerly QBO/positive SAM

Easterly QBO/positive SAM
Westerly QBO/negative SAM

700 hPa SAM index January, May, June, July, September,
October, November, December

-

200 hPa SAM index January, June, July, August, September,
October, November, December

April

30 hPa SAM index January, May, July, August, September,
October, November, December

March, April

A B

Fig. 7. Composite of geopotential height anomaly (m - filtered) for 30 hPa: (a) 
easterly QBO, and (b) westerly QBO. Contour interval of 25 m. Areas with 90% 
significance are shown in shaded (t-student test).
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this hypothesis, we analyzed the composites of me-
ridional heat flux at 30 hPa for November (Fig. 8). 
The composites were built for the period described 
in Table II. Edmon et al. (1980) discussed the role 
Eliassen-Palm flux components to identify the di-
rection and magnitude of the planetary wave propa- 
gation. The meridional heat flux is proportional to 
the Eliassen-Palm vertical component (Trenberth, 
1991), and it can be used to measure the activity of 
the waves entering the stratosphere. Maximum nega- 
tive values occurred at 60ºS, and there was almost 
no difference between QBO phases at this latitude 
(Fig. 8). However, at higher latitudes where the polar 
stratospheric vortex was located, the easterly QBO 
displayed stronger values, which suggested there 
was more wave propagation to the stratosphere in 
this phase, compared to westerly QBO. Li et al. 
(2020) also indicated stronger (weaker) upward wave 
propagation to the stratosphere with easterly (west-
erly) QBO and linked this to the polar stratospheric 
vortex. The wave develops in the troposphere and 
propagates vertically into the stratosphere along the 
jet core axis. The wave decelerates the stratospheric 
polar jet by depositing easterly momentum into the 
westerly stratospheric jet (Charney and Drazin, 1961; 
Edmon et al., 1980; Randel and Newman, 1998; 
Kuroda and Yamazaki, 2010). Figure 9 confirmed the 

stratospheric jet weakening in the easterly QBO com-
posite. A weak (strong) stratospheric jet is associa- 
ted with a negative (positive) SAM phase (Thomson 
and Wallace, 2000; Fogt and Marshall 2020). The 
results presented above confirmed the relationship 
between QBO and SAM and indicated upward wave 
propagation to the stratosphere at high latitudes as a 
possible mechanism.

4. Summary and conclusions
The SAM pattern influences climate over the SH 
(e.g., Gillett et al., 2006; Silvestri and Vera, 2003, 
2009; Vasconcellos et al., 2019). However, the varia- 
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bility of this mode is an active area of research. The 
influence of lower frequency modes on SAM is a 
path to better knowledge about its variability. While 
prior works have studied the relationship between 
QBO and NAM, few studies showed an association 
between QBO and SAM. This study confirmed that 
this relationship also occurs in the SH and investi-
gated the variability associated with this relation.

CWT applied to SAM indices in the troposphere 
and stratosphere, showed power peaks for different 
bands, including around 2 years. In the stratosphere 
(30 hPa), the significantly higher power around the 
2-year band was seen for the periods 1987-1990 
and 2000-2004. This result indicated SAM index 
had variability at various scales, including two-
years, possibly because of the QBO influence. The 
XWTs analysis between the QBO and SAM indices 
revealed significant common high power around the 
2-year band for all the results obtained. However, 
this band showed lag variations between the QBO 
and SAM series over the analyzed period, including 
no lag., suggesting that the influence of the QBO on 
the SAM could happen simultaneously and several 
months later.

Focusing on the QBO influence on the SAM 
with no lag, we built monthly contingency tables 
between the QBO index and the SAM indices at 
different levels (30, 200, and 700 hPa - filtered, 
without lags). These results showed that, for most 
of the months, during the QBO easterly phase, there 
was a higher occurrence of the negative SAM phase. 
Alternatively, during the QBO westerly phase, there 
was a higher occurrence of the positive SAM phase. 
This relationship between QBO and SAM is con-
sistent with previous results (e.g., Roy and Haigh, 
2011; Anstey and Shepherd, 2014). Nevertheless, 
this study showed that this relationship is not valid 
for all months. Composite analyses for each QBO 
phase (period described at 30 hPa SAM`s CWT) were 
performed for the SAM active period (November), 
confirming the results from the contingency tables. 
More (less) upward wave propagation into the strato-
sphere at high latitudes for easterly (westerly) QBO 
phase, weakening (strengthens) the stratospheric 
polar vortex, leading to negative SAM phase. These 
results agree with results by Fogt and Marshall (2020) 
and Li et al. (2020).

This study confirmed that there is a relationship 

between the QBO and the SAM. It also showed 
various lags between these two patterns, suggesting 
that this relation has a complex interaction. Never-
theless, analyses without lag indicated that the ne- 
gative (positive) SAM phase was more frequent for 
easterly (westerly) QBO in most (but not all) months, 
including the SAM active period (November). It 
lies beyond the scope of this study to determine the 
physical mechanisms associated with the influence 
of QBO on SAM. However, some additional analy-
sis indicated that the upward wave propagation to 
the stratosphere for each QBO phase modifies the 
stratospheric jet and, consequently, the SAM phase. 
This study provides insight on SAM variability and 
its predictability. Further research is ongoing and will 
be presented in future publications.
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RESUMEN

La influencia de El Niño Oscilación del Sur (ENOS) en las variables hidrológicas de Colombia ha sido demostrada  
en diferentes estudios. La mayoría de las metodologías implementadas han identificado relaciones lineales 
y han asociado la fase cálida (fría) llamada El Niño (La Niña) con anomalías negativas (positivas) de pre-
cipitación y flujo en ríos. Uno de los impactos más adversos es la reducción del suministro de agua durante 
la fase cálida. El primer objetivo de este estudio es explorar las correlaciones no lineales entre ENOS y la 
precipitación y el segundo es identificar qué índices permitirían mejorar la predictibilidad de las variables 
hidroclimatológicas. El análisis de coherencia de ondeletas se realiza para series de tiempo de precipitación 
mensual e índices ENOS de 1981 a 2016. Los resultados muestran que los eventos ENOS influyen en la 
precipitación como períodos de déficit o exceso de lluvia. Además, la precipitación está organizada en ban-
das y las escalas de 2 a 8 años explican la mayor parte de su varianza. Los sectores más significativos son 
los que cubren los eventos de El Niño cuando los impactos sobre las precipitaciones tienden a ser mayores. 
En contraste, los sectores son más pequeños cuando ocurren episodios de La Niña. Los resultados también 
permitieron identificar que los índices Niño 3, Niño 3.4, ONI y BEST pueden ser buenos predictores para 
regiones específicas. La intercomparación de dos conjuntos de datos permite establecer la viabilidad de utilizar 
datos satelitales en regiones con escasa información, pero se reportan menos anomalías a partir de los datos 
satelitales. Si bien la estructura de coherencia es similar en ambos conjuntos de datos, para períodos entre 
36 y 48 meses, hubo discrepancias de π / 4 en la diferencia de fase, es decir, entre 3 y 6 meses de diferencia 
en los rezagos calculados con cada base de datos.

ABSTRACT

The influence of El Niño Southern Oscillation (ENSO) on Colombia’s hydrological variables has been shown 
in different studies. Most of the methodologies implemented have identified linear relationships and have 
associated the warm (cold) phase called El Niño (La Niña) with negative (positive) rainfall and streamflow 
anomalies. One of the most adverse impacts is the reduction in water supply during the warm phase. One 
aim of this study is to explore nonlinear correlations between ENSO and precipitation and the second is to 
identify which indices will enable improving the predictability of hydro-climatological variables. Wavelet 
coherence analysis is performed for monthly precipitation time series and ENSO indices from 1981–2016. 
Results show that ENSO events influence precipitation as periods of rainfall deficit or excess. Also, precipi-
tation organized in the 2-8-year scales explain most of their variance. The most significant sectors are those 
that cover El Niño events when impacts on precipitation tend to be greater. In contrast, sectors are smaller 
when La Niña episodes occur. Results also allowed to identify that Niño 3, Niño 3.4, ONI, and BEST indices 
can be good predictors for specific regions. Intercomparison of two datasets allows to establish the feasibility 

ÙCONTENTS

https://doi.org/10.20937/ATM.52890
mailto:dianac.diaz@utadeo.edu.co


238 D. Díaz et al.

of using satellite data in regions with scarce information, but fewer anomalies are reported from the satellite 
data. While the coherence structure is similar in both datasets, for periods between 36 and 48 months, there 
were discrepancies of π /4 in the phase difference, that is, between 3 and 6 months of difference in lags 
calculated with each database.

Keywords: Precipitation variability, climate ENSO indices, continuous wavelet transform, CHIRPS.

1. Introduction
The influence of large-scale climate oscillations 
on hydrological variables affects the natural water 
supply of a specific region (Ouachani et al., 2013; 
Nalley et al., 2016). A leading pattern of weather 
and inter-annual climate variability over Colombia 
is El Niño Southern Oscillation (ENSO) (Poveda and 
Mesa,1997). ENSO results from the ocean-atmo-
sphere interaction that causes positive and negative 
anomalies of the sea surface temperature (SST) in the 
central and eastern tropical Pacific. The warm phase 
is known as El Niño, and the cold phase as La Niña 
and its effects are not universal in their timing, sign, 
or magnitude (Tedeschi et al., 2015). 

For the case of Colombia, several studies through 
linear correlation have shown that ENSO strongly 
influences its hydroclimatology. El Niño has been 
related to negative rainfall and streamflow anomalies 
and La Niña to the opposite behavior. The strongest 
relation occurs from December to February and the 
weakest from March to May. Studies have also shown 
that the impact of ENSO on hydrological variables 
propagates from west to east and that north and central 
regions experience the most significant impact, while 
east and southeast regions are less affected (Poveda 
et al., 1997; 2006; 2011; Córdoba-Machado et al., 
2015a; Córdoba-Machado et al., 2015b). El Niño 
is also associated with extreme events such as 
droughts, frosts, forest fires, and La Niña with torren-
tial rains, floods, and landslides (Hoyos et al., 2013; 
Córdoba-Machado et al., 2015a). One of the most 
serious consequences of ENSO events is the short-
age of drinking water, which causes human health 
problems and affects food production. 

Although linear correlation methods revealed  
the connection between ENSO and climate variables, 
the linear coefficients obtained are usually low, a fact 
that requires the use of other methodologies such as 
spectral analysis to explore more characteristics of 
each of the series and its relationship with another 
series (Fu et al., 2012; Jiang et al., 2019). 

Several studies have explored spectral analysis 
based on Fourier Transform (FT), Wavelet Transform 
(WT), or Hilbert-Huang transform (HHT), to im-
prove knowledge of climate variability in Colombia 
at different time scales. For example, Poveda et al. 
(2002a) used FT and WT and found that El Niño 
diminished the diurnal rainfall cycle while La Niña 
intensifies it. Poveda et al. (2002b) implemented 
WT to identify changes in average monthly river 
flow during warm events. Arias and Poveda (2005) 
studied the space-time variability of rainfall in  
Colombia through Empirical Orthogonal Functions 
(EOF) and WT for monthly records; they found that 
the first EOF explains 90% of the variance associated 
with annual and semi-annual periodicities resulting 
from the meridional oscillation of the Intertropical 
Convergence Zone (ITCZ). The WT of this first 
EOF exhibits significant variance at 4-8 months and  
8–16 months, whose relative importance varies with 
time. Rueda and Poveda (2006) found a significant 
coupling between ENSO and the annual advection 
cycle of low-level winds known as “Chocó Jet.” Car-
mona and Poveda (2012 and 2014) explored FT, WC, 
and HHT to detect principal modes of hydroclimatic 
variability in Colombia; they also identified links 
between ENSO and precipitation, temperature, and 
river discharge. More recently, Restrepo et al. (2019) 
implemented HHT and WT to identify the contribu-
tion of low-frequency climatic–oceanic oscillations 
to streamflow variability in coastal rivers of the Sierra 
Nevada de Santa Marta (Colombia). All these studies 
have detected evidence of the ENSO–precipitation 
relation; however, they have also established that 
ENSO teleconnections have substantial heterogeneity 
at different spatio-temporal scales over Colombia. 
This heterogeneity has been attributed to several 
factors, such as the country’s orography, geographical 
aspects like the proximity to the Pacific Ocean, the 
Caribbean Sea, and Amazonia. More specifically, 
links to the dynamics of the three main low-level 
jets (LLJ), the Caribbean LLJ, the Chocó LLJ, and 
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Orinoco LLJ, and also the Cross-Equatorial Flow 
(CEF). All of them co-occur and mutually influence 
one another, generating moisture advection anoma-
lies during ENSO phases that are different for each 
region of the country (Poveda et al., 1997, 2006, Salas 
et al., 2020). Therefore, there is still a need to carry 
out studies to determine local ENSO influences in 
more detail (Sun et al., 2017; Restrepo et al., 2019).

Another method used to assess links between 
large-scale climate oscillations and local climate 
variability is coherence analysis (CA). CA applied the 
idea of time-varying coherence using time-frequency 
analysis methods like FT, HHT, or WT (Torrence and 
Compo, 2011; Massei and Fournier, 2012; Schulte et 
al., 2016; Restrepo et al., 2019). The Wavelet-based 
coherence (WC) and the HHT coherence (HHTC) 
are the most widely used time-varying coherence 
methods (Restrepo et al., 2019). WC was selected 
because previous results have shown that even though 
HHTC has higher time resolution and frequency 
resolution than WC under ideal conditions, the WC 
is more stable; further, it has been implemented and 
explored for climate teleconnection analysis with a 
proven performance (Zhang et al., 2004; Ouachani 
et al., 2013; Araghi et al., 2016; Nalley et al., 2016; 
Schulte et al., 2016, Restrepo et al., 2019). 

WC can be used to identify the influence of large-
scale climate indices on hydroclimatic variables 
in different regions. For example, Ouachani et al. 
(2013) applied WC to examine ENSO’s influence on 
precipitation and streamflow variability in the Med-
iterranean region. Kenner et al. (2010), and Sharma 
and Srivastava (2016) analyzed the same variables 
for southeastern United States. Fu et al. (2012) and 
Nalley et al. (2016) implemented WC to analyze the 
combined influence of solar activity and other dom-
inant large-scale oscillations on streamflow across 
southern Canada, and Araghi et al. (2016) utilized 
WC to study the influence of ENSO on precipitation 
variability in Iran. More recently WC has also been 
implemented to assess extreme precipitation events 
and their spatiotemporal variability (Jiang et al., 
2019), to study the simultaneous influence of climate 
teleconnections at differing time-frequency scales 
on precipitation and streamflow (Nalley et al., 2019; 
Das et al., 2020). 

Studies provide evidence of ENSO’s influence 
on hydroclimatic variables in Colombia; the purpose 

now is to know in greater detail the nonlinear dy-
namics of this relationship and to improve forecasts, 
particularly in zones where impacts are significant 
and imply economic and life losses. Data from the 
Unidad Nacional para la Gestión del Riesgo de De-
sastres (National Unit for Disaster Risk Management 
-UNGRD) indicate that the economic losses of the 
last strong La Niña event (2010–2011) reached 6500 
million dollars, equivalent to 5.7% of the gross do-
mestic product during that time, and that an El Niño 
event of low to moderate intensity would cost more 
than 288 million dollars. The latest Estudio Nacional 
del Agua (National Water Study -ENA) also identified 
zones with increased risk of water shortage associ-
ated with climate variability (ENA 2018); between 
300,000 and 500,000 people affected in those zones 
during El Niño 2015–2016 (UNGRD, 2016). 

Moreover, around 70 % of the electric energy in 
Colombia is generated by hydropower plants, which 
depend on precipitation. Studies by Marengo and 
Espinoza, 2016 and Weng et al. (2020) indicate how 
El Niño linked with other anthropogenic causes, like 
deforestation, have magnified droughts and reduced 
river flows resulting in an energy crisis (Weng et al., 
2020; Alves et al., 2017; Erfanian et al., 2017). For 
example, the 2015−2016 drought exceeded the se-
verity of those associated with strong El Niño events 
1982/1983 and 1997/1998 (Jiménez-Muñoz et al., 
2016; Marengo et al., 2016). Research to understand 
these teleconnections can contribute to better energy 
planning. The methodology can also be applied to 
study other variables that support energy transition 
towards sustainability under climate change, offering 
security in the power supply.

Based on all the previous studies, the present 
paper evaluates nonlinear correlations of the EN-
SO-precipitation relationship, mainly over six regions 
where freshwater resources have been significantly 
reduced during the last El Niño events. Moreover, 
an attempt is made to identify which indices will 
enable improved predictability of hydroclimatolog-
ical variables. 

2. Methodology
2.1. Study area
The study area are six places in Colombia were the 
freshwater resources have been significantly reduced 



240 D. Díaz et al.

during the last El Niño events. Figure 1 displays 
the stations’ location. Wavelet transform (WT) and 
the wavelet coherence (CW) was performed with 
data from the indices that represent the ENSO and 
with monthly precipitation series for the period 
1981–2016. 

2.2. ENSO Data
Nine climate indices were selected to represent ENSO 
and obtained from the National Oceanic and Atmo-
spheric Administration (NOAA) Climate Prediction 
Center (CPC) and the NOAA Earth System Research 
Laboratory’s Physical Sciences Division (PSD). The 
indices were Niño 1+2, Niño 3, Niño 3.4, Niño 4, 
ONI, SOI, BEST, ESPI, MEI. Table I presents a short 
description of these indices; a more detailed explana-
tion of each index can be found in https://www.esrl.
noaa.gov/psd/data/climateindices/list/.

The precipitation data were taken from two data-
bases to compare results, the first from the Institute 
of Hydrology, Meteorology and Environmental 
Studies (IDEAM), and the second from the Climate 
Hazards Group InfraRed Precipitation (CHIRPS), 
which combines satellite with station data. 

2.3. IDEAM Data
The Institute of Hydrology, Meteorology and Envi-
ronmental Studies of Colombia (IDEAM) supplied 
the time series used for first analysis. This infor-
mation corresponds to monthly precipitation series 
from six stations where there is a high probability of 
shortage during El Niño events (ENA 2019). Table II  
presents the rainfall stations’ characteristics and 
Figures 2 and 3 show the time series used. Figure 2 
also presents the ENSO events with the most signifi 
cant consequences registered, red box for El Niño, 
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Fig. 1. Map of the location of rainfall stations used in the study, and their monthly climatology.
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Table I. Indices used to represent ENSO

Niño 1+2 Extreme Eastern Tropical Pacific SST *(0-10S, 90W-80W). Data from CPC.

Niño 3 Eastern Tropical Pacific SST (5N-5S,150W-90W). Data from CPC.

Niño 3.4 East Central Tropical Pacific SST* (5N-5S)(170-120W). Data from CPC.

Niño 4 Central Tropical Pacific SST *(5N-5S) (160E-150W). Data from CPC.

ONI Oceanic El Niño Index calculated as the three-month running mean of SST anomalies in the Niño 3.4 
region. Climatology used for the anomaly was 1986-2015. Data from CPC.

SOI Southern Oscillation Index calculated as the pressure difference between Tahiti and Darwin. Data from 
CPC.

BEST Bivariate ENSO Timeseries Calculated from combining a standardized SOI and a standardized Niño 
3.4 SST timeseries. The values are averaged for each month and then, 3-month running mean is applied 
to both time series. Data from PSD.

ESPI ENSO precipitation index estimates the gradient of rainfall anomalies across the Pacific basin and 
ensures a good relationship with SST- and pressure-based indices. Data from Curtis and Adler (2000).

MEI Multivariate ENSO Index Version 2, MEI is the time series of the leading combined Empirical Orthogonal 
Function (EOF) of five different variables (sea level pressure (SLP), sea surface temperature (SST), 
zonal and meridional components of the surface wind, and outgoing longwave radiation (OLR)) over 
the tropical Pacific basin (30 ºS-30 ºN and 100 ºE-70 ºW). Data from PSD.

Table II. Rainfall stations characteristics (Data from IDEAM)

Station
Name

Region Longitude
(º)

Latitude
(º)

Altitude 
(m)

Mean annual 
rainfall (mm)

Standard 
Deviation 

(mm)

Coefficient
of variation

La Esperanza Caribe –74,30 10,74 25 1378 921.88 0.67

Matitas Sierra Nevada de 
Santa Marta –73,03 11,26 20 1171 468 0.39

Mompós Sinú San Jorge–
Nechi –74,43 9,26 20 1461 361 0.24

Mesopotamia Cuenca del alto 
Cauca –75,31 5,88 2314 3445 651 0.19

Cimitarra Cuenca Medio 
Cauca y Alto Nechi –73,95 6,30 300 2805 671 0.24

Iser Pamplona Cuenca del 
Catatumbo –72,64 7,37 2340 925 243 0.26
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and blue for La Niña episodes. Figure 3 presents the 
series of standardized anomalies for each station, 
which were calculated by dividing anomalies by the 
climatological standard deviation, and anomalies 
were determined by subtracting climatological values 
from data. Figure 3 provides more information about 
the magnitude of the anomalies without the influence 
of dispersion and helps to identify variability in 
recent years. 

The methodology to calculate the anomalies can 
affect the results, as mentioned by Salas et al. (2020). 
However, other methods for calculating anomalies 
such as the F-filtering of the annual cycle by moving 

average, the annual cycle extracted by the singular 
spectrum, were explored, and the spectra obtained 
were not pretty different. However, this affirmation is 
qualitative and could be contrasted with a sensitivity 
analysis in further work.

2.4 CHIRPS Data
The U.S. Geological Survey (USGS) and the Univer-
sity of California, Santa Barbara (UCSB) created and 
supplied a public precipitation database called Climate 
Hazards Group InfraRed Precipitation (CHIRPS) 
available since 2014. CHIRPS data is available over 
land from 1981 to the present, with spatial resolution 
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of 0.05º, from 50 ºS to 50 ºN for all longitudes. The 
temporal resolution provided is days, pentads, months, 
decades, and years. Monthly information was selected 
for the present case. CHIRPS was created with data 
from CHPClim (Climate Hazards Precipitation Clima-
tology), Geostationary thermal infrared (IR), TRMM 
(Tropical Rainfall Measuring Mission, NOAA Climate 
Prediction System (CFSv2) atmospheric model of 
precipitation fields; and in situ observations of precip-
itation obtained from various meteorological services 
(Funk et al., 2015; Salas et al., 2020). In situ data for 
Colombia was provided by IDEAM and therefore, 
IDEAM and CHIRPS datasets are not so different, in 
fact CHIRPS has been validated for Colombia and this 
allows it to be use in places where there is no informa-

tion (Urrea et al., 2016; Pedraza and Serna, 2018). The 
purpose of using both datasets (IDEAM and CHIRPS) 
is to compare whether the results obtained are similar 
and to verify if, for studies evaluating non-linear re-
lationships, it may also be appropriate to use CHIRPS 
in those places without in-situ data. The precipitation 
time series from CHIRPS were taken from coordinates 
close to those of the six IDEAM stations. Table III 
presents the rainfall data from CHIRPS close to the 
in-situ stations, and Figures 4 y 5 show the time series 
anomalies created in the same way as with IDEAM 
data. 

Tables II and III and Figures 2 to 5 show that 
although the coordinates used with both databases 
were as close as possible, there are several differences 
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Table III. Rainfall stations characteristics (Data from CHIRPS)

Station
Name

Region Longitude
(º)

Latitude
(º)

Mean annual
rainfall (mm)

Standard 
Deviation 

(mm)

Coefficient
of variation

CHIRPS 1 Caribe –74,25 10,72 1095 200 0.18

CHIRPS 2 Sierra Nevada de
Santa Marta

–73,1 11,32 994 326 0.34

CHIRPS 3 Sinú San Jorge–Nechi –74,45 9,22 1452 325 0.22

CHIRPS 4 Cuenca del alto Cauca –75,5 5,82 2376 378 0.16

CHIRPS 5 Cuenca Medio Cauca
y Alto Nechi 

–73,7 6,22 2933 252 0.085

CHIRPS 6 Cuenca del Catatumbo –72,75 7,32 966 141 0.14
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between them; for example, the values of the mean 
annual rainfall vary, the standard deviation, the coe- 
fficient of variation, as well as the number of highs 
and lows associated with El Niño or La Niña events, 
respectively. In general, in the selected stations, the 
CHIRPS series tend to present fewer local minima 
or maxima; this implies that ENSO’s influence may 
be more difficult to detect in these series, which is 
important to consider for this analysis. 

2.5 Methods
2.5.1 Background of Wavelet transform (WT) com-
putation
Continuous wavelet transform (WT) is a method to 
analyze the frequency and phase variations across 
time in a signal at several scales simultaneously 
(Torrence and Compo, 2011; Massei and Fournier, 

2012; Schulte et al., 2016; Restrepo et al., 2019). The 
transform is defined as the convolution of the time 
series xt with a set of “daughter” wavelets Ψ (t – τ/s) 
which are generated by the “mother” wavelet Ψ(t) by 
translation in time by τ and scaling by s: 

Tx (τ, s) = ∑t xt Ψ*1
√s

t – τ
s ( ) (1)

The symbol * represents the complex conjugate. 
The “mother” wave Ψ implemented in this case is a 
Morlet wavelet:

Ψ(t) = π–1/4eiωt e–t2/2 (2)

The angular frequency is set to six to make the 
Morlet wavelet approximately analytic; therefore, 
the period is 2π/6. The position of Ψ (t – τ/s) in the 
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time domain is given by being shifted a dt. The 
value of s determines wavelet coverage of xt in the 
time-frequency (or time-scale) domain, the minimum 
(smín) and maximun (smax) scale are the minimum 
and maximum values of s respectively (Torrence and 
Compo, 2011; Nalley et al., 2016, 2019).

There are multiple options to select the mother 
wave however, previous research about the time–
frequency evolutions of hydroclimatic series have 
shown that Morlet is better than others (e.g. Mexican 
Hat, Haar and others). The reasons for preferring 
Morlet are: 1. Frequency resolution is better; 2. 
Detection and localization of scale is improved; 3. 
Morlet detects peaks and valleys like the others and 
splits the wavelet into its real and imaginary parts. 
The real part describes oscillatory time series char-
acteristics. The imaginary part conserves the phase 
information that is requisite when calculating the 
coherence wavelet with another time series, which is 
the main purpose of this work (Biswas and Si, 2011; 
Kravchenko et al., 2011).

The amplitude A of each periodic component 
found in xt and how it evolves with time is obtained 
by calculating:

Ax (τ, s) =
1

s1/2 |Tx (τ, s)| (3)

This rectified version avoids the underestimate of 
high-frequency events. The square of the amplitude 
gives information about time-frequency wavelet 
energy density Px (τ, s) or wavelet power spectrum:

Px (τ, s) =
1
s |Tx (τ, s)|2 (4)

More detailed information of Eqns. (1) to (4) is 
presented in Torrence and Compo (2011), Nalley et 
al. (2016), and Restrepo et al. (2019).

The wavelet power spectrum is what allows the 
visualization of the frequency variation across time at 
different scales simultaneously. To calculate the wave-
let transform it is necessary to consider the edge effect, 
which appears because the wavelet used to compute 
the CWT on non-cyclic data is not fully localized in 
time and frequency. Edge effects are overcome by pad-
ding the data with zeros; the prurpose is to complete 
the length of the time series up to the next scale. The 
edge effect is shown in the wavelet power spectrum as 
a concave-up shaped area called the cone of influence 

COI. The analysis of the wavelet transform power 
spectra must be limited to areas outside the COI. 

The CWT also allows analyzing its phase changes. 
These variations in the displacements concerning 
a particular origin are given by the instantaneous 
wavelet phase, represented as:

Φ (τ, s) = Arg (Tx (τ, s)) = tan–1 Im(Tx (τ, s)) 
Re(Tx (τ, s))  (5)

Equation (5) is essential to study the nonlinear 
ENSO-precipitation relationship, which will be 
explored through the wavelet-based-coherence ex-
plained below.

2.5.2. Wavelet Coherence
The wavelet-based coherence (WC) is the method 
selected to compare the ENSO indices with the 
monthly precipitation time series. WC evaluates 
the frequency and phase synchronization among 
signals (Nalley et al., 2019; Das et al., 2020). WC 
is based on cross-wavelet analysis concepts; ac-
cording to Veleda et al. (2012), the cross-wavelet 
transform is: 

1
sTx,y (τ, s) =  Tx (τ, s) ·Ty

*(τ, s)   (6)

where Tx (τ, s) and Ty (τ, s) acording with equation 
(1), are:

Tx (τ, s) = ∑t xt  Ψ*1
√s

t – τ
s ( ) (7)

Ty (τ, s) = ∑t yt  Ψ*1
√s

t – τ
s ( ) (8)

The module of (6) is the cross-wavelet energy 
density and produces the cross-wavelet power spec-
trum useful to compare the two series:

Px,y (τ, s) = |Tx,y (τ, s)|  (9)

The cross-wavelet is the covariance analog, but 
it depends on the unit of measurement of the series, 
defining wavelet coherency avoids an erroneous 
interpretation of the results (Torrence and Compo, 
2011, Nalley et al., 2019; Das et al., 2020) and is 
defined as:

C (xt, yt) =
sTx,y

√sPxsPy
 (10)
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Px and Py are the wavelet power of each series 
defined as:

Px (τ, s) = |Tx (τ, s)|21
s  (11)

Py (τ, s) = |Ty (τ, s)|21
s  (12)

The letter s that precedes each amount indicates 
that these values should be smoothed. The wavelet 
coherency is an analogous concept to the classical 
correlation (Torrence and Compo, 2011, Nalley et 
al., 2019; Das et al., 2020); then, in this context the 
wavelet coherence is defined as the analogous to the 
correlation coefficient:

Cx,y (xt, yt) = 2 |sTx,y |2
sPxsPy 

 (13)

The value of the coefficient C2
x,y (xt, yt) varies 

between 0 and 1, where 1 would indicate that the 
covariance between the series compared is maximum 
and 0 that there is no relationship. 

To obtain information about the phase synchro-
nization in terms of the instantaneous or local phase, 
we use the phase difference:
Φx (τ, s) – Φy (τ, s) =

Im(Tx,y (τ, s)) 
Re(Tx,y (τ, s)) ( ) Arg (Tx,y (τ, s)) = tan–1  (14)

where ϕx (τ,s) and ϕy (τ,s), following Eqn. (5), are 
the individual phases of each signal. If phase dif-
ference has an absolute value less (greater) than π/2 
it means that series move in phase (anti-phase), the 
sign of the phase difference indicates which signal 
leads the other. 

The wavelet coherence and phase difference 
results are displayed in a spectrum in a similar way 
to wavelet power spectrum. Here C2

x,y (xt,yt) is rep-
resented by colors and ϕx (τ, s) – ϕy (τ, s) by arrows . 
An in-phase relationship is indicated by arrows that 
point straight to the right, and anti-phase relation is 
indicated by arrows pointing straight to the left. Other 
cases show a lead/lag relationship, when a ENSO 
index led the precipitation response (Nalley et al., 
2016). Arrows are only plotted if C2

x,y (xt,yt) >0.5, 
Table AI in Apendix A helps to better interpretate the 
direction of the arrows. 

To interpret the phase difference between two 
signals, it helps to express the resulting angle, given 

in radians, in terms of units of time. The phase dif-
ference ϕx (τ, s) – ϕy (τ, s) varies between –π to +π; 
therefore, for a given period, the correspondence is 
made so that the duration of the entire period is equiv-
alent to traversing all radians between –π to +π. For 
example, for a 12-month scale or period, a difference 
of phase of +π is equal to 6 months, one of +π/2 to 3 
months; for a scale of 48 months, a phase difference 
of +π. would correspond to 24 months, one of +π/2 
would be equivalent to 12 months and so on. Let us 
remember that the sign only refers to which signal is 
ahead of the other, as indicated in Table AI.

2.5.3. Statistical test of significance 
The statistical significance was tested through simu-
lation algorithms. The null hypothesis of “no period-
icity” (for WT) or of “no joint periodicity” (for WC) 
can be assessed with a variety of alternatives to test 
against, for example, white or red noise, shuffling 
the time series, time series with a similar spectrum, 
AR, and ARIMA (Rösch and Schmidbauer, 2018). To 
determine the significance levels for wavelet spectra 
or wavelet coherence spectra it is necessary to choose 
a background spectrum to compare against. The 
theoretical white noise wavelet power spectra were 
chosen to derive and compare via Monte Carlo using 
1000 simulations. A complete explanation is provided 
in Rösch and Schmidbauer (2018) and Torrence and 
Compo (2011).

All spectra obtained contain the cone of influence 
and contour lines that delimit the areas where results 
are statistically significant at the confidence interval 
> 95%, i.e., at 5% significance level. 

The Waveletcomp library of R (Rösch and 
Schmidbauer, 2018) was used to compute the wavelet 
transforms and the coherence wavelet power spectra; 
Table AII in apendix A presents parameters used in 
the script.

2.6 Procedures
The wavelet coherence analysis, carried out with 
each database (IDEAM and CHIRPS), proceeded 
as follows:

1. The WT procedures were computed on monthly 
precipitation data from IDEAM to evaluate their 
time-frequency variability. Results are shown in 
Figure 6.
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2. Step 1. is repeated but with the CHIRPS precipita-
tion data. Results are shown in Figure 7.

3. The WT procedures were computed on ENSO in-
dices to evaluate their time-frequency variability. 
Results are shown in Figure 8.

4. The WC procedures were computed between the 
monthly precipitation from IDEAM and indices: 
Niño 1+2, Niño 3, Niño 3.4 and Niño 4, i. e. the 
SST of these regions (Table I). Results are shown 
in the first four panels in Figures 9 to 14.

5. The WC procedures were computed between the 
monthly precipitation anomalies from IDEAM 
data and ONI, MEI, SOI, BEST, ESPI, and MEI 
data. Results are shown in in the last five panels 
in Figures 9 to 14.

6. Step 4 is repeated but with the CHIRPS precipita-
tion data. Results are shown in the first four panels 
in Figures A1 to A6.

7. Step 5 is repeated but with the CHIRPS precipita-
tion data. Results are shown in the last five panels 
in Figures A1 to A6.

3. Results and Discussion
Figures 6 and 7 show the continuous wavelet spectra 
of the monthly precipitation data from IDEAM and 
CHIRPS respectively. Figure 6 displays the intrase-
asonal, seasonal, and interannual components in the 
signals. The spectra of the stations show a different 
precipitation variability at each location. Esperanza 
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and Matitas have clear annual, and semi-annual cy-
cles, the power on these scales stands out more than 
the others. Mompos and Mesopotamia also have an 
annual cycle, but the semi-annual cycle decreases its 
power. In contrast, in Cimitarra and Iser Pamplona, 
the semi-annual cycle’s power exceeds the annual. 

On the inter-annual scale, the period is different 
for a different station. For example, La Esperanza 
has a significant area between 2000 and 2015 above 
the 32-months, and another between 1985 and 1995 
above 64 months. Matitas has an area of maximum 
power around 1985. Mompos have homogeneous 
areas at interannual scales; no particular periodicity 
stands out. In contrast, Mesopotamia has three dis-
tinguishable areas, one between 32 and 64 months 

before 2000, and two between 16 and 32 months after 
2000. Finally, Cimitarra and Iser Pamplona have only 
one great area on scales between 16 and 32 months 
after 2005. From Figures 2 and 3, it is appreciated 
that the location of significant areas coincides with 
strong or very strong ENSO events. However, not 
all stations indicate the same degree of influence. 
For example, La Esperanza, Cimitrarra, and Iser 
Pamplona correspond more with strong La Niña 
events in their precipitation signals, while Matitas 
and Mesopotamia reveal a greater coincidence with 
El Niño, and Mompos, has a homogeneous response. 

These results are in line with previous findings about 
ENSO effects across Colombia (Díaz and Villegas, 
2015; Beltrán and Díaz, 2020; Navarro-Monterroza 
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et al. (2019) Poveda et al., 2020; Salas et al., 2020). 
These studies all affirm that ENSO’s influence de-
pends on the intensity and the longitudinal location 
of the maximum SST anomaly over the Pacific and 

the region of Colombia that is analyzed, even stations 
with similar geographic coordinates and elevation can 
be influenced differently. The effects are not always 
homogeneous (Díaz and Villegas, 2015; ENA, 2018; 
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Beltrán and Díaz, 2020). Those findings that have been 
verified first through linear correlations are clearer with 
the wavelet spectra of Figure 3 because it is appreciated 
over time and at different periodicity scales how an-

nual and semi-annual variability are similar. However, 
at interannual and longer scales, each station has its 
power distribution for each frequency component. The 
reason is that for each site, the effects of orography, 
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proximity to the Caribbean, to the Amazon, local cir-
culation systems are combined and added with ENSO 
to generate varied responses. Efforts to describe these 

effects in greater detail can be found, for example, in 
the recent works by Navarro-Monterroza et al. (2019) 
and Poveda et al. (2020)

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

96
84
72
60
48

36

24
18

12

9

6

3

1981 1985 1989 1993 1997 2001 2005 2009 2013

Cxy (xt, yt)
2

0.0 0.8 0.9 1.0

Niño 1+2 Niño 3 Niño 3.4

Niño 4 ONI SOI

BEST ESPI MEI
9981 1985 1989 1993 1997 2001 2005 2009 2013

Fig. 10. Wavelet coherence C2
x,y (xt, yt) and phase difference Arg (Tx,y(τ,s)) between ENSO indices and precipitation of 

Matitas station. The cone of influence is the area outside of the with a concave-down shape, and sectors of significant 
periodicities at 5% are enclosed by the thick white lines. Data from IDEAM. (Anti-phase: ←; In-phase: →).
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In Figure 7, we can see periodicities of 6 and 12 
months in all cases using CHIRPS data, different for 
results using the IDEAM data, where such periodici-

ties are not always visible. In contrast, the zones with 
significant periodicity greater than 12 months have 
less power than that revealed with the IDEAM data.
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Fig. 11. Wavelet coherence C2
x,y (xt, yt) and phase difference Arg (Tx,y(τ,s)) between ENSO indices and precipitation of 

Mompos station. The cone of influence is the area outside of the with a concave-down shape, and sectors of significant 
periodicities at 5% are enclosed by the thick white lines. Data from IDEAM. (Anti-phase: ←; In-phase: →).
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Figure 8 shows the continuous wavelet spectra of 
the ENSO indices. The first four spectra are for the 
SST of the different regions Niño 1+2, Niño 3, Ñino 

3.4, and Niño 4. The annual cycle stands out with 
greater power, the semi-annual cycle is more evident 
with Niño 3.4 and Niño 4 compared to Niño 1+2 and 
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FIg. 12. Wavelet coherence C2
x,y (xt, yt) and phase difference Arg (Tx,y(τ,s)) between ENSO indices and precipitation 

of Mesopotamia station. The cone of influence is the area outside of the with a concave-down shape, and sectors of 
significant periodicities at 5% are enclosed by the thick white lines. Data from IDEAM. (Anti-phase: ←; In-phase: →).
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Niño 3. The last four spectra correspond to ONI, 
SOI, BEST, and MEI indices, based on anomalies as 
described in Table I, therefore, they do not present an 

annual or semi-annual component. In higher scales, 
the power distribution reveals that each index has a 
greater sensitivity to warm or cold events, compared 
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x,y (xt, yt) and phase difference Arg (Tx,y(τ,s)) between ENSO indices and precipitation of 

Cimitarra station. The cone of influence is the area outside of the with a concave-down shape, and sectors of significant 
periodicities at 5% are enclosed by the thick white lines. Data from IDEAM. (Anti-phase: ←; In-phase: →).
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with Figure 2, the indices with greater power for El 
Niño events are ONI, ESPI, and MEI, and for La 
Niña is BEST. Studies carried out to compare the 

indices using linear techniques revealed that each 
index tends to represent better warm or cold events. 
For example, it has been found that El Niño 1 + 2 is 
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Fig. 14. Wavelet coherence C2
x,y (xt, yt) and phase difference Arg (Tx,y(τ,s)) between ENSO indices and precipitation 

of Iser Pamplona station. The cone of influence is the area outside of the with a concave-down shape, and sectors of 
significant periodicities at 5% are enclosed by the thick white lines. Data from IDEAM. (Anti-phase: ←; In-phase: →).
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more sensitive to contributing positive anomalies and 
Niño 4 to negative ones (Hanley et al., 2003; Yu et 
al., 2015; Nikreftar and Sam-Khaniani, 2018; Ballari 
et al., 2020). Therefore, to analyze ENSO’s impact at 
a specific site, it is highly recommended to identify 
which indices show a better relationship with the 
local interannual climate variability (Nikreftar and 
Sam-Khaniani, 2018; Ballari et al., 2020).

Figures 9 to 14 show the wavelet coherence and 
phase difference obtained with data from IDEAM 
at the six stations described in Table II. Figures A1 
to A6, included in Appendix A, show the results 
computed with CHIRPS data. Note that the general 
coherence structure with both databases is very simi-
lar, but the phase difference is not always coincident; 
the description that follows is for Figures 9 to 14. 

For Esperanza station, the coherence spectra 
show periodicities of 6–12 along the time, but it is 
particularly evident with the Niño 1+2, Niño 3, Niño 
3.4 and Niño 4. The direction of the arrows changes 
for each index and periodicities; for example, around 
12 months, arrows indicate anti-phase relationships 
with El Niño 1+2 and El Niño 3, then show a phase 
difference reduction for El Niño 3.4 and finally an 
in-phase with El Niño 4. For the remaining four in-
dices, as expected, the annual and semiannual cycles 
are not evident. The significant sector located for the 
24–36 month periodicities is present between 1985 
and 1995; for most cases, the direction of the arrows 
implies that the index leads the precipitation. The 
next significant sector located between periodicities 
of 24–36 months occurs around 2008–2010 and 
is especially apparent with Niño 4, ONI, and SOI 
indices; the direction of the arrows also implies that 
the index leads the precipitation.

For Matitas station, the coherence spectra show 
the annual cycle of Niño 1+2, Niño 3, Niño 3.4 and 
Niño 4 indices. The direction of the arrows is the 
same as for Esperanza station. The second significant 
sector, located at periodicities of 36–60 months, and 
between 1995–2005, is most noticeable with ONI, 
SOI, BEST, and ESPI indices, and arrows indicate 
an anti-phase relationship where indices lead precip-
itation signal. The third sector, with periodicities of 
36–48 months and between 2006–2010, is especially 
apparent with Niño 3.4 and Niño 4, and the direction 
of the arrows is the same as in the previous cases. 
Finally, the fourth sector with periodicities of 48–64 

months, and between 2009–2015, is evident for all 
spectra, arrows indicate an anti-phase relationship, 
but the lag is reduced.

For Mompós station, spectra show the annual 
cycle of Niño 1+2, Niño 3, Niño 3.4 and Niño 4, but 
the directions of the arrows are different, in this case, 
the arrows indicate anti-phase relation with Niño 
1+2, Niño 3, and the opposite with Niño 3.4 and 
Niño 4. The second and third sectors are located at 
periodicities of 36–60 months between 1993–2002, 
and exceeding 48 months between 1983–198. Both 
sectors are observed for most of the spectra, and 
arrows indicate predominant anti-phase relation.

For Mesopotamia station, similar to Mompos, the 
spectra show the annual cycle with Niño 1+2, Niño 3, 
Niño 3.4 and Niño 4, and arrows change directions in 
each case. The second and third sectors are located at 
periodicities of 32–72 months between 1981–2016, 
and 24–36 months between 2008–2012 respectively; 
and are present for all indices; arrows correspond to 
an anti-phase relationship between signals.

For Cimitarra station, the spectra do not show 
a clear relationship between annual components. 
Spectra show small significant sectors located at 
periodicities of 24–48 months between 2009–2012 
and another of 48–72 months between 1997–2008. In 
general, this station presents smaller significant areas 
with all indices, and the arrows have directions less 
consistent with each other.

Finally, for Iser Pamplona station, the spectra do 
not show significant coherence between annual com-
ponents either. The significant sectors are located at 
periodicities of 36–48 months between 1995–2002, 
at 24–48 months between 2006–2012, and 60–72 
months between 2008–2015, especially with Niño 4, 
ONI, SOI, MEI and BEST. Arrows suggest a negative 
correlation but the lag changes for each index.

As stated in the Introduction, the first objective 
of this work is to explore nonlinear correlations of 
the ENSO-precipitation relationship, particularly for 
specific regions where the freshwater resources have 
been significantly reduced during El Niño events. 
And the second one is to identify which indices will 
improve the predictability of hydro-climatological 
variables. Regarding the first objective, the spectra 
visualize the non-linear character of the ENSO-pre-
cipitation relationship; that is, ENSO events with 
similar characteristics generate different responses in 
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Table IV. Periods during which observed significant joint periodicities occurred as shown in the wavelet coherence 
spectra of the monthly precipitation and climate index data. 

Sector 1 2 3 4 5 6 7

Periodicities (months) 6 12 24-36 24-36 36-48 36-60 60-72

Periods
(years)

1981-2016 1981-2016 1983-1992 2008-2012 1983-1992 1995-2005 2008-2012

El Niño events 3VS,2S, 4M 3VS,2S, 4M 1VS,2S, 1M 1M 1VS,2S, 1M 1VS,2M 1M

La Niña events 5S, 2M 5S, 2M - 2S,1M - 2S,1M 2S,1M

precipitation. Moreover, the influence also changes 
depending on the site. The differences between the 
spectra in Figures 9 to 14 show that this teleconnec-
tion is much more complicated than simple linear 
correlation, as it has also been mentioned in studies 
such as those of Carmona and Poveda (2012), Re-
strepo et al. (2019), Navarro-Monterroza et al. (2019), 
Das et al., (2020), Salas et al. (2020).

For example, all stations have a bimodal precipi-
tation regime but have particular characteristics. The 
three most northern ones have two dry seasons, but the 
first one (December-February) is more marked than 
the second one (June-August); also, these stations have 
two wet seasons, but the second one (September-No-
vember) is more intense. The other three stations have 
both dry and wet seasons with similar rainfall levels 
on average. Despite their differences in altitude, mean 
annual rainfall, and coefficient of variation, all of them 
record significant impacts during ENSO events.

The nonlinear behavior of this relationship can 
be attributed to several factors, such as, the nexus 
of ENSO with other large-scale climate oscillations, 
the phase combinations of the oscillatory process-
es are multiple, and for each one, the resulting 
atmospheric state is quite different (Massei et al., 
2012; Nalley et al., 2016; Araghi et al., 2016; Das 
et al., 2020). Another aspect is that two previously 
classified events in the same category may not be 
as similar as previously thought; several studies 
have revealed that ENSO’s influence on the cli-
mate variability of other remote regions depends 
on the longitudinal position of the maximum SST 
anomaly over the Pacific (Zhang et al., 2015 and 
2019). For example, it has been documented that 
El Niño events with the highest development in the 
central Pacific generally have linear responses on 

the atmospheric-ocean dynamics over the Atlantic 
and the American continent, but in contrast, La 
Niña events located especially over eastern Pacific 
generate nonlinear responses in these regions (Li 
and Lau, 2012; Zhang et al., 2015 and 2019; Whan 
and Zwiers, 2017). Other methodologies, such as 
complex networks or deep learning techniques, 
are being explored to understand the behavior and 
complexity of the ENSO teleconnections around the 
planet (Donges et al., 2009, Feldhoff et al., 2015).

Regarding the second objective, which was to 
compare the wavelet coherence spectra with different 
indices, the results show that the significant areas 
are located in time-scales that correspond to ENSO 
periodicities, as has also been obtained by Poveda et 
al. (2011), Carmona and Poveda (2014), or Restrepo 
et al. (2019). The quantity and size of the significant 
areas varies for each case considered, therefore, to 
study the ENSO-precipitation relation with a single 
index can yield partial results, as has been shown in 
other investigations (Ballari et al., 2020).

Other areas that are at low-frequency bands are 
also visible in the spectra, which could correspond to 
ENSO with other quasi-decadal oscillatory processes. 
Several studies have tried to establish connections 
of other climate oscillations on variables such as 
precipitation or flow rates. However, the cause of 
these significant regions has not yet been established, 
neither in the power spectra of the wavelet transform 
nor in those of coherence (Nalley et al., 2019). Some-
thing similar happens to high-frequency bands, where 
a combination of the ENSO signal with others such 
as the Madden Julian Oscillation can also be found 
(Torres and Pabón, 2017, Beltrán and Díaz, 2020).

Table IV and Figure A10 show sectors that are es-
pecially evident and significant at the 95% confidence 
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interval. Also, it presents for each case the number 
of ENSO events with categories: very strong (VS), 
strong (S), or moderate (M) according to ONI index 
classification (https://ggweather.com/enso/oni.htm). 
Table IV shows that during the period considered 
(1981–2016), nine El Niño events occurred, which 
according to the classification based on the ONI index, 
three were very strong, two strong and four moderate. 
On the other hand, seven La Niña events occurred in 
this same period, five strong and two moderate. In total, 
eight of nine El Niño events occurred precisely during 
the periods for which joint periodicities were observed 
between precipitation and ENSO indices. In contrast, 
only three of the seven La Niña events coincided with 
these periods of occurrence.

These results are coherent with the descriptions 
made by Navarro-Monterroza et al. (2019),  Poveda et 
al. (2020), Salas at al. (2020), Beltrán and Díaz (2020). 
Those studies affirm that the influence of warm events 
on precipitation seems to be greater than of the cold 
events, and for this reason, the coherence of the two 
signals increases during El Niño events. Response to 
La Niña events seems to be more complex to identi-
fy. Similar results have also been obtained in studies 
carried out in other regions of the planet (Li and Lau, 
2012; Zhang et al., 2015 and 2019; Whan and Zwiers, 
2017). As it was mentioned before, authors suggest that 
when there is a decrease in SST in the Pacific, the pro-
cesses of ocean-atmosphere interaction that are gener-
ated depend on the area where the maximum cooling is 
located; in the central Pacific, the atmospheric response 
takes less time than in the eastern Pacific, because SST 
is colder in this zone and the reaction of the atmosphere 
take longer. In contrast, when there SST increases in 
any area of the Pacific, deep convection processes 
that are released in the atmosphere become evident 
much faster in both the central or eastern Pacific. This 
difference in the mechanisms of ocean-atmosphere 
interaction could be the key to understanding why in 
most of the studies, the influence of El Niño on the 
variability of precipitation is more evident than of La 
Niña (Zhang et al., 2015 and 2019; Whan and Zwiers, 
2017, Navarro-Monterroza et al. (2019).

Sectors 1 and 2, that correspond to coherence in 
the annual and semiannual cycles are present in four 
of the six stations, especially with the indices Niño 
1+2, Niño 3, Niño 3.4 and Niño 4, and are almost 
continuous over time. Sectors 3 and 5 seem to be 

just a single band. For the Mompos and Mesopo-
tamia spectra, these areas are more significant than 
for the Cimitarra or Iser Pamplona spectra. During 
the periods corresponding to the sectors 3 and 5, 
there were four El Niño events: 1982–1983 (VS), 
1987–1988(S), 1991–1992(S), and 1986–1987(M). 
Sectors 4 and 7 are present in the Cimitarra and Iser 
Pamplona spectra with all the indices, but in the case 
of Mompos and Mesopotamia stations, they are less 
distinguishable. During the periods for sectors 4 and 
7, there were three events La Niña: 2007–2008(S), 
2010–2011(S), and 2011–2012(M), and just one El 
Niño: 2009–2010(M). Finally, sector 6 is present 
in all spectra. There were three El Niño: 1997–
1998(VS), 1994–1995(M), and 2002–2003(M), and 
three La Niña: 1998–1999(S), 1999–2000(S) and 
1995–1996(M).

The spectra obtained with precipitation data from 
IDEAM and CHIRPS show that Esperanza and Ma-
titas are the stations with the largest number of sec-
tors with significant coherence with ENSO. In those 
analyzing CHIRPS data, the area and definition are 
greater, for example, the sectors 5, 6 and 7 appear to 
be a single wide band located at periodicities greater 
than 48 months. Mesopotamia and Cimitarra also have 
significant sectors, although with less area and more 
discontinuities. Mompos and Iser Pamplona are the 
ones that are less consistent with the ENSO indices.

Note that the directions of the arrows are slightly 
different depending on the index. For sectors 1 and 
2, the phase difference varies in particular for the 
first four indices. Figure 15 shows how most of the 
arrows obtained in these sectors indicate a negative 
correlation between precipitation and Niño 1+2, 
Niño 3, and Niño 3.4 with a predominant phase 
shift between –π/2 and π; in contrast, correlation is 
positive with Niño 4 and the lag interval is –π/2 to 
0. These changes in direction are interesting to un-
derstand because it reveals not just that local climate 
is related to the sea surface temperature but also the 
changes in the lag depending on each region in the 
equatorial Pacific Ocean. Related issues are explored 
in Navarro-Monterroza et al. (2019). For sectors 3 to 
7, directions are more similar among all the spectra. 

The direction of the arrows of spectra in Figures 9–14 
and A1–A6 are coincident except in the range from 
36 to 48. Figures 9–14 indicate anti-phase signals 
with a lag of π /4, while those of A1–A6 show 
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anti-phase signals without lag. That is, between 3 and 
6 months of difference in lags calculated with each 
database. One possibility to understand this result is 
the reduced presence of anomalies in the CHIRPS 
series associated with ENSO events, which can 
modify the calculation of the phase difference. This 
reduction in recorded anomalies is due to the effect 
of combining in-situ observations and satellite data. 
However, the CHIRPS database also includes in-situ 
information, but there are large regions where there 
is no information, and the imputation of the data in 
these areas becomes difficult. 

This difference occurs in all stations, and the only 
index that shows a minor discrepancy is ESPI, which 
is precisely also calculated from satellite precipitation 
data (Table I). To date only Urrea et al. (2016) have 
validated the CHIRPS data for Colombia, so it is 
the first time that is evident that the phase difference 
calculated between ENSO and precipitation changes 
depending on the database used, particularly on the 
scale of 36 to 48 months. Other validation studies 
have found that CHIRPS presents difficulties in es-
timating data from places located above 1000 m.a.s.l 
(Rivera et al., 2018); however, the six stations had 
lower and higher elevations and the discrepancy 
remained. This aspect should surely be the object 
of a more extensive and detailed investigation in 
future work.

Although all the indices could be used to feed 
statistical forecast models according to the results 

obtained, each station has one or more with which 
significant sectors of maximum coherence with great-
er area and definition of the phase difference were 
obtained. In Esperanza, ONI, Matitas with BEST, 
Mesopotamia with ONI or BEST and for Mompos, 
Cimitarra, and Iser Pamplona an option would be 
Niño 3 ONI and BEST.

The unique aspect of the present work is apply-
ing a non-linear method to explore relationships 
between ENSO and precipitation anomalies using 
two databases that are of different origin, although 
not completely independent. The results allow us to 
affirm that the exploration of non-linear connections 
obtained with each database is consistent. In other 
words, it was possible to identify synchronicity of 
the precipitation series of both databases with ENSO 
indices. This represents an opportunity to evaluate 
regional climate anomalies on the national territory 
where there is not enough in-situ information.

The most innovative contribution was to identi-
fy that for periods from 36 to 48 months, there is a 
distinction between the phase differences recorded 
with the IDEAM data and those of CHIRPS, and that 
this does not exist when both the precipitation and 
indices data contains satellite information.

Considering that there are two more extensive da-
tabases, more wavelet coherence between the ENSO 
indices was computed, the graphs in Figure 16 count 
the percent of spectra with each of the seven sectors 
chosen concerning the total of stations, which were 
300 with IDEAM data and 1250 with CHIRPS. Fig-
ure 16 helps to visualize that the structure of wavelet 
coherence at the national level is similar both with 
the Pacific SST series and with the other indices. The 
main differences lie in the phase difference between 
the signals, which varies according to the database. 
Future work consists of expanding the scope to the 
whole country, finding an explanation for the change 
in the phase difference with the satellite data, and 
performing a wavelet analysis filtering bands of 
specific periods related to ENSO and for particular 
seasons where the influence is maximum like De-
cember-February.

4. Conclusions
The purpose of exploring non-linear aspects of the 
ENSO-precipitation relationship is achieved by 

+π/2
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–π 0

A. Niño 1 +2

B. Niño 3

C. Niño 3.4

D. Niño 4

A
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D

Fig. 15. Predominant phase shifts for periodicities of 12 
months. Negative correlation with indices: Niño 1+2, Niño 
3, Niño 3.4, and Positive with indices Niño 4.
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wavelet coherence analysis. The reasons for the 
non-linear character of the influence of ENSO on 
the climate variability of different regions have been 
attributed to the superposition of the ENSO signal 
with other large-scale oscillations and the influence 
of the longitudinal position of ENSO on the type of 
ocean-atmospheric response. The spectra obtained 
show the ENSO-precipitation relationship and also 
that wavelet coherence and phase difference change 
from one index to another. Results also indicate that 
the ENSO-precipitation relationship is diferent for 
each estation.

In the spectra, sectors of lower and higher 
frequency than those associated with ENSO are 
also visible and can be related to other climate 
oscillations not yet explored. The results show 
that ENSO years are reflected in the precipitation 
as periods of rainfall deficit or excess, also that 
precipitation is organized in bands and that most 
of their variance is explained by the 2–8-year 
scales. The most significant sectors are those that 

cover El Niño events, while sectors are smaller 
during La Niña, implying that impacts on precip-
itation tend to persist longer during warm events. 
The location of the seven most recurring sectors 
coincides with times in which the greatest rainfall 
anomalies in Colombia have occurred, and which 
have been associated respectively with El Niño 
event of 1997–1998, La Niña of 2010–2011, El 
Niño of 1982–1983, and La Niña of 1988–1989. 
Spectra also diplay, for the annual cycle, changes 
in the phase difference between SST of different 
regions and precipitation. The most influenced 
site have been La Esperanza y Matitas, followed 
by Mesopotamia y Mompos, while Cimitarra and 
Iser Pamplona have less influence. The indices 
with which significant coherence was maxima were 
Niño 3, ONI and BEST. The comparation of results 
using two different datasets (IDEAM and CHIRPS) 
showed that the coherence structure was similar 
but found discrepancies of in the phase difference 
in particular between 36 and 48 months. 

Fig. 16. Percentage of stations that presented the seven sectors described in Table IV with significant periodicities 
at 5%. Left: Data from IDEAM, Right: CHIR.
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Fig. A1. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation 

of La esperanza station. The cone of influence is the area outside of the with a concave-down shape, and regions of 
significant periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase: ← In-phase: →
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Fig. A2. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation of 

Matitas  station. The cone of influence is the area outside of the with a concave-down shape, and regions of significant 
periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase:← In-phase: →
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Fig. A3. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation of 

Mompos station. The cone of influence is the area outside of the with a concave-down shape, and regions of significant 
periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase: ← In-phase: →
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Fig. A4. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation 

of Mesopotamia station. The cone of influence is the area outside of the with a concave-down shape, and regions of 
significant periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase: ← In-phase: →
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Fig. A5. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation 

of Cimitarra station. The cone of influence is the area outside of the with a concave-down shape, and regions of sig-
nificant periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase: ← In-phase: →
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Fig A6. Wavelet coherence C2
x,y (xt, yt), and phase difference Arg(Tx,y (τ, s)) between ENSO indices and precipitation 

of Iser Pamplona station. The cone of influence is the area outside of the with a concave-down shape, and regions of 
significant periodicities at a 5% are enclosed by the thick white lines. Data from CHIRPS. Anti-phase: ← In-phase: →
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Fig. A7. Location of the most recurrent 
significant areas in wavelet coherence 
spectra. 

Table AII: Paramenters for the WT and WC procedures

Paramenter Value

Time resolution (dt): 1 month
Frequency resolution (dj): 1/20
Lower Period (smín): 2
Upper Period (smax): 120
Method to make contour lines Red noise
Numero de simulaciones 1000

Table AI. Phase differences and their interpretation. Based in Torrence and Compo (2011).

A

0+µ

+µ/2

–µ/2 B

0+µ

+µ/2

–µ/2 C

0+µ

+µ/2

–µ/2

In phase In phase. Leading: x, lagging: y. In phase. Leading: y, lagging: x

D

0+µ

+µ/2

–µ/2 E

0+µ

+µ/2

–µ/2 F

0+µ

+µ/2

–µ/2

Anti-phase Anti-phase. Leading: x, lagging: y Anti-phase. Leading: y, lagging: x
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RESUMEN

Este artículo examina la interacción de la humedad tropical con un río atmosférico. El análisis de este trabajo 
se centra principalmente en los datos de sondas lanzadas desde aviones (“dropsondes”) recopilados durante 
el quinto día del Experimento de Procesos Convectivos (CPEX). Se elige un área de interés en el centro del 
Golfo de México, hasta donde la humedad remanente del sistema tropical Beatriz penetró desde el Pacífico 
Oriental después de tocar tierra en la costa occidental de México. Los resultados de este estudio muestran 
un patrón de vorticidad a nivel medio con inclinación hacia el este, junto con una alta fracción de saturación 
y un bajo índice de inestabilidad en el régimen predominantemente estratiforme presente en la región. Una 
relación inversa entre la fracción de saturación y el índice de inestabilidad, como lo indica el cuasi-equilibrio 
de humedad (MQE), se encuentra en un régimen previamente dominado por convección. El fuerte cizalla-
miento vertical indica que el patrón de vorticidad dentro de este sistema estratiforme está siendo advectado 
hacia latitudes medias. En este caso de estudio se observan canales estrechos de humedad, denominados 
ríos atmosféricos (AR), moviéndose hacia el polo. Proporcionamos información sobre la vorticidad y MQE 
como herramientas conceptuales para caracterizar el mecanismo de humedad de los ríos atmosféricos en 
los trópicos, donde los procesos físicos detrás de estas estructuras similares a los ríos son menos conocidos.

ABSTRACT

This paper examines the interaction of tropical moisture with an atmospheric river. The analysis of this paper 
is focused mainly on dropsonde data collected during the fifth day of the Convective Processes Experiment 
(CPEX). An area of interest is chosen over the central Gulf of Mexico, where the remnant moisture of the 
tropical system Beatriz penetrated from the Eastern Pacific after making landfall in the western coast of Mexi-
co. Results in this study show an eastward-tilting pattern of enhanced mid-level vorticity, coupled with high 
saturation fraction and low instability index in the predominantly stratiform regime present in the region. An 
inverse relation between saturation fraction and instability index, as indicated by moisture quasi-equilibrium 
(MQE), is found in a previously-dominant convective regime. Strong vertical shear signals that the vorticity 
pattern within this stratiform system is being advected poleward into mid-latitudes. Poleward-moving mois-
ture plumes in narrow channels called atmospheric rivers (ARs) are observed during the mission. We provide 
insights into vorticity and MQE as conceptual tools to characterize the moisture mechanism of atmospheric 
rivers near the tropics, where the physical processes behind these river-like structures are less well-understood.

Keywords: Moisture quasi-equilibrium, vorticity, atmospheric rivers, moisture transport.
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1. Introduction
The study of the large-scale water vapor fluxes in 
the atmosphere has gained increasing level of inte- 
rest from scientists of diverse fields in the past three 
decades. A commonly-known structure by which 
moisture transport is accomplished at planetary 
scales is the atmospheric river (AR). The usage of 
this term has transcended the scientific community 
into the public lexicon (Ralph et al., 2018), in great 
part due to associated flooding hazards, as well as 
drought-relief benefits related to this phenomenon 
(Ralph et al., 2018, 2019).

ARs are defined as “long, narrow and transient” 
channels of “strong, horizontal” transport of water 
vapor, commonly associated a “low-level jet stream 
ahead of the cold front of an extratropical cyclone” 
(Zhu and Newell. 1998; Ralph et al., 2004, 2006, 
2017; Bao et al., 2006; Stohl et al., 2008; Warner et 
al., 2012; Cordeira et al., 2013; Sodeman and Stohl, 
2013; Dacre et al., 2015). Consistent with this defi-
nition, AR transport, also known as integrated vapor 
transport (IVT) (Ralph et al., 2017) is defined as the 
vertically-integrated horizontal flux of water vapor, 
and this transport is expected to be mostly at low 
levels (see e.g., Ralph et al., 2006, 2017).

Early AR studies depended on satellite-based 
observations of integrated water vapor (IWV), the 
vertically-integrated water vapor, using Special 
Sensor Microwave/Imager (SSM/I) satellite data 
(e.g., Ralph et al., 2004; Wick et al., 2013), or on 
reanalyses and model-derived analyses (e.g., Neiman 
et al., 2008; Lavers et al., 2011; Cordeira et al., 2013). 
Several studies exist at the present time that are based 
on analysis of in-situ dropsondes deployed over a 
region of interest for atmospheric rivers (e.g., Ralph 
et al., 2004, 2005, 2017). These measurements serve 
as validations to the estimates of horizontal waterr 
vapor transport provided by satellite, reanalysis, and 
model-derived calculations. According to Ralph et al. 
(2017), the accuracy of the estimate of the amount 
of water vapor transported by ARs is, however, still 
questionable.

The current characterization of the behavior of 
atmospheric rivers near tropical regions remains 
poorly-understood and has been subject of exten-
sive debate. According to Ralph et al. (2017), IWV 
measurements identify AR signatures in locations 
with weak horizontal vapor transport, often in what 

is defined as the equatorward tail of these elongated 
corridors. Ralph et al. (2019) establishes a distinction 
between ARs detected in subtropical latitudes and 
those detected in mid-latitudes, based on observa-
tions on the relative importance of the wind field in 
producing the ARs. Additionally, upward forcing of 
water vapor leading to heavy precipitation, is not an 
intrinsic feature of atmospheric rivers, based on the 
two-dimensional definition of AR transport. This 
definition on its own limits the ability to elucidate 
the impact of tropical dynamics in the physical pro-
cesses of ARs.

The tropical troposphere is characterized by the ab- 
sence of baroclinic instability, mainly due to the 
weak nature of horizontal temperature gradients 
(Charney, 1963; Sobel and Bretherton, 2000). MQE 
is a convective feedback mechanism identified by 
strong anti-correlation between tropospheric column 
moisture and moist convective instability, which 
indicates a link between the environmental moisture 
and the temperature structure. This mechanism was 
first observed empirically in TCS08 and PREDICT, 
and has since been documented in numerous obser-
vations (e.g., Raymond et al., 2011; Gjorgjievska 
and Raymond, 2014; Raymond et al., 2014) and 
cloud-resolving models (e.g., Singh and O’Gorman, 
2013; Raymond and Flores, 2016; Raymond and 
Kilroy, 2019.

IWV and IVT, measurements based on precipita-
ble water have historically been used to characterize 
atmospheric rivers (e.g., Ralph et al., 2004, 2006, 
2011, 2017; Neiman et al., 2008; Dettinger et al., 
2011). Recent studies indicate that the rainfall rate is 
strongly linked with saturation fraction (Bretherton 
et al., 2004; Raymond et al., 2011; Gjorgjievska and 
Raymond, 2013; Raymond et al., 2014). Raymond 
(2000) defines saturation fraction as

*

rdpS
r dp

=  (1)

where the numerator corresponds to the pressure 
integral of the water-vapor mixing ratio r, and the 
denominator corresponds to the pressure integral 
of water-vapor saturation mixing ratio r*. In simple 
terms, saturation fraction is the ratio between precipi- 
table water and saturated precipitable water.

According to Raymond and Sessions (2007) and 
Raymond and Flores (2016), decreasing instability 
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index corresponds to higher saturation fraction and 
more precipitation. Instability index is defined as 
(Raymond et al., 2011).

* *
low midI s s=  (2)

where s*low is the vertically-averaged water-vapor 
saturated moist entropy for the low troposphere 
(1-3 km altitude), and s*mid is the vertically-averaged 
water-vapor saturated moist entropy for a portion 
of the mid-troposphere (5-7 km). Saturated moist 
entropy is a function of pressure and temperature; 
thus, at a given pressure, it depends solely on the 
temperature profile. Tropical temperature profiles 
associated with deep convection frequently exhibit 
a vertical dipole pattern, with a relative cooling in 
the lower troposphere and relative warming in the 
upper troposphere. Near-zero instability index values 
indicate a sharp temperature anomaly dipole between 
low and middle levels in the troposphere, whereas 
high instability index values indicate a temperature 
anomaly dipole of the opposite sign.

MQE plus the relationship between saturation 
fraction and precipitation set two thermodynamic 
constraints that are hypothesized to control the 
average behavior of convection in the tropical tro-
posphere, discounting the behavior of the boundary 
layer. The upper bound, or set point, in column 
moisture as a function of instability index is a key 
concept behind MQE. Singh and O’Gorman (2013) 
present a similar argument by identifying a set point 
of Convective Available Potential Energy (CAPE) 
as a function of saturation deficit in the near-zero 
buoyancy limit.

The causality of MQE is associated with vorticity 
and instability index. Hoskins et al. (1985) show how 
vertical temperature perturbations are related to the 
potential vorticity distribution. Raymond (1992) 
shows that over tropical oceans, where horizontal 
temperature gradients are generally weak, absolute 
vorticity, specifically its vertical component, is the 
part of potential vorticity that matters the most. 
Raymond et al. (2011) and Gjorgjievska and Ray-
mond (2014) explain that the presence of a mid-level 
vortex induces a temperature anomaly dipole - with 
cooling below and warming above - by virtue of 
the thermal wind balance. As the adjusted thermo-
dynamic environment reduces the instability index, 

convection responds to this temperature anomaly by 
modifying the vertical mass flux profile to relatively 
more bottom-heavy (Raymond and Sessions, 2007; 
Gjorgjievska and Raymond, 2014; Sessions et al., 
2015, 2016, 2019). As a result, low-level convergence 
is favored, which in turn increases column moisture.

This paper explores how the deformation of a 
pre-existing mid-level vorticity pattern in the Gulf 
of Mexico, caused by strong vertical shear, influ-
ences the moisture profile in the resulting river-like 
structure. We use data from CPEX and expand it 
with NCEP FNL analysis. Section 2 presents data 
and methods; in section 3, we describe results from 
CPEX and FNL; in section 4, we discuss these results.

2. Data and Methods
The NASA Convective Processes Experiment (CPEX) 
was a one-month aircraft field campaign that took 
place in the North Atlantic - Gulf of Mexico - Carib-
bean oceanic region during May and June of 2017. 
The aircraft instruments used were: dropsondes, a 
downward pointing K-band radar (APR-2), a wind 
profile lidar (DAWN), and 3 microwave instruments 
(MTHP, MASC, HAMSR). The data used in this 
paper were obtained from the 16 research flights that 
occurred in May and June of 2017.

For our particular research flight, 19 dropsondes 
were launched from the NASA DC-8 aircraft from an 
altitude of 12.5 km. This provided vertical profiles of 
dynamic and thermodynamic variables, such as wind 
velocity, air and dew point temperature of all vertical 
levels of the tropical troposphere. For the case study 
of this paper, we used only dropsonde vertical profiles 
to develop further analysis.

A three-dimensional variational scheme (3DVar) 
described in López Carrillo and Raymond (2011) 
was used as a tool to visualize the dynamic and 
thermodynamic structure within the bounds of the 
experimental box, by constructing an interpolated 
volume grid using only vertical profile data obtained 
from the dropsondes. For our case study, the experi- 
ment was designed assuming a stationary system, 
during the time window from the first to the last 
dropsonde launch.

The output of the 3DVar analysis in the chosen 
regular grid includes fields from measured variables, 
such as pressure, air and dew point temperatures, and 
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wind velocity, as well as derived field calculations, 
such as moist entropy, saturated moist entropy, vor-
ticity and divergence.

Every research flight required us to understand 
large-scale conditions for a region of interest over 
the tropical ocean basins of the field campaign. At 
the beginning of June 2017, the remnant outflow 
of tropical system Beatriz had transported overcast 
cloudiness from the eastern Pacific into the Gulf of 
Mexico. As a result of this outflow combining with 
other sources of moisture, a large system centered 
around (24º N, 93º W) covered a significant portion of 
the Gulf of Mexico on June 2, 2017, as shown in the 
satellite image of Figure 1. The mission concerning 
this case study occurred on this date, and it was the 
fifth one in the sequence.

The mission consisted of making two cross-sec-
tions of the moisture flowing to the NE over the 
central Gulf of Mexico, originating from the remnants 
of eastern Pacific tropical storm Beatriz. The first, 
westbound cross section went from (23º N, 87º W) to 
(23º N, 96º W). The second cross section went from 
(24º N, 96º W) to (24º N, 87º W). A total of 19 sondes 
were dropped in a box-shaped E-W cross sectional 
area; due to partial sonde malfunction, more sondes 
were dropped in the eastern half of the box. Figure 2 
shows a total of 15 sondes that were considered use-
ful after quality control, for further gridded analysis. 
The box we chose for the experiment covers a large 
longitude range, compared to the range in latitude. 

Therefore, all the cross-sections plotted after 3DVar 
analysis are averaged with respect to latitude.

As an ancillary tool to our observations we used 
data from the Airborne Precipitation Radar (APR-2). 
APR-2 is a downward pointing K-band radar that 
operates on dual frequency bands, namely 13.4 GHz 
(Ku-band) and 35.6 GHz (Ka-band). It was deployed 
on the NASA DC-8, as part of every mission flight. 
For our case study, we used APR-2 to classify en-
vironmental cloudiness as stratiform or convective, 
for the duration of the flight. We used Ku-band 
radar reflectivity data to visualize east-west vertical 
cross-sections of the disturbance within the experi-
mental box.

Figure 3 shows APR-2 radar-indicated Ku-band 
reflectivity cross-sections with respect to longitude. 
Every longitude in the flight path of our domain of 
interest was crossed at least once. The cross-sec-
tions at the top of Figure 3 correspond to regions of 
predominantly stratiform cloudiness, as indicated 
by the presence of bright bands at a height of 4 km. 
These bright bands between 92.5º W and 88.5º W 
indicate the presence of melting snow, in addition 
to weak updrafts aloft (Houze, 1997). Conversely, 
isolated large vertical, towering portions of strong 
reflectivity (Figure 3, bottom) from the surface to 
levels of 8 km (left) and 4 km (right) indicate strong 
updrafts associated with active convection near 96º W 
and 93º W, respectively.

3. Results
3.1 Along-system and across-system winds
In an effort to better understand the predominant 
direction of the flow at different vertical levels 
within the system we studied, it was convenient to 

Fig. 1. GOES-13 infrared (IR) satellite image for June 2, 
2017, centered on the Gulf of Mexico. The green rectangle 
represents the domain of the research flight for that day. 
Credit: Adapted from NOAA/NHC.
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rotate the coordinate system of the experimental box 
counterclockwise by 45 degrees. This technique was 
useful to define two main coordinate axes for the wind 
velocities, which were along (northeastward) and 
across (northwestward) system, separately displayed 
as the left and right plots of Figure 4, respectively. 
The system is defined as the extensive region of cloud 
coverage over the Gulf of Mexico, as indicated by 
the satellite image of Figure 1.

Figure 4 (left) shows a vertically-sheared struc-
ture, most prominently on the western part of the 
cross section. A northeastward jet tilts upward 
between altitude. Figure 4 (right) shows a strong 
northwestward jet at low levels on the east side of 
the box, leading to apparent low-level convergence 
around 93º W.

The horizontal structure of the winds at 5-km 
altitude (Figure 4, left) indicates there is horizontal 
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Fig. 3. APR-2 Ku-band reflectivity vertical cross-sections, showing 
different stages of convection during different parts of the mission.
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shear corresponding to cyclonic vorticity, as the 
direction of the winds shifts from southwestward 
(west) to northeastward (east). This is consistent with 
the strong mid-level vorticity shown in Figure 10, 
peaking roughly at 5-km altitude.

3.2 Air temperature anomalies
Figure 5 shows air temperature anomaly cross-sections 
for the experimental region. A close look at Figure 5 
shows warm anomalies above cold anomalies with 
eastward tilt, from low levels to mid-levels. This 
temperature anomaly structure is indicative of a more 
stable environment. Additionally, Figure 5 shows 
sharp cold anomalies near the surface within a small 
sub-region of the experimental box, between 93º W 
and 91º W. This smaller sub-region of much colder 
air than that of the surroundings at either direction 
can be identified as a cold pool.

3.3 Entropy
Figure 6 shows cross-sections for moist entropy 
and saturated moist entropy, at the left and center 
plot boxes, respectively. Moist entropy is a variable 
similar to equivalent potential temperature, which is 
conserved under phase transitions. Saturated moist 
entropy is a variable like saturated equivalent poten-
tial temperature, and is a function of only pressure 

and temperature. A constant saturated moist entropy 
value with respect to height corresponds to moist 
neutral instability (Raymond, 2013).

Boundary-layer values of moist entropy and satu- 
rated moist entropy are low at a small sub-region, 
located between 93º W and 91º W longitude (red 
ellipses in Figure 6). Therefore, both temperature and 
moisture are lower near surface in this small sub-re-
gion, a manifestation of the cold pool discussed in 
Figure 5. Red vertical lines in Figure 6 point out the 
locations where convective updrafts were observed 
in APR-2 radar reflectivity (Figure 3, bottom). The 
length of these vertical lines represents the approx-
imate vertical extent of the observed updrafts. We 
note that both updrafts are seen to the west of the 
observed cold pool. Both moist entropy and saturated 
moist entropy values are high between the locations 
of the updrafts. Relative humidity cross-sections are 
shown for comparison (Figure 6, right). We note that 
the highest values of relative humidity correspond 
to the regions of melting snow at the freezing level, 
consistent with the observed bright bands seen in the 
APR-2 radar reflectivity cross-sections. Conversely, 
the cold pool at 93º W is barely a distinctive feature 
seen in relative humidity cross-sections.

3.4 Saturation fraction and instability index
Figure 7 shows plots of saturation fraction and in-
stability index as a function of longitude, indicating 
that saturation fraction is anti-correlated to instability 
index within the region of our study. Close to 92º W, a 
relative maximum in saturation fraction corresponds 
to a relative minimum in instability index. We note 
that this is a fairly extreme case, as the instability 
index actually becomes negative between 91º W 
and 93º W, i.e., nearly co-located with the cold pool. 
However, the maximum value of saturation fraction 
does not increase indefinitely, even in this extreme 
case. This result is consistent with the constraint of 
MQE. i.e., an apparent upper bound in moisture as 
function of instability.

To test the validity of the results obtained through 
3DVar analysis of dropsonde profiles in Figure 7 
within the bounds of the experimental domain, we 
compare with analysis data from the FNL, a spectral 
analysis system created by NCEP. Figure 8 shows the 
same plots as Figure 7 but based only on FNL analy-
sis data. Figure 8 shows remarkable agreement with 
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Figure 7, in terms of showing a relative maximum 
of saturation around 92º W. For instability index, the 
profiles are similar to an acceptable degree; however, 
we note that instability index does not become nega-

tive in Figure 8, as it does in Figure 7. The negative 
instability index values are likely an after-effect of 
the precipitation that occurred close to where the cold 
pool is detected by 3DVar analysis of the dropsonde 
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profiles. The cold pool and localized regions of 
precipitation are not detected by the FNL, thus, we 
attribute the same difference between both figures 
as a consequence of the differences in resolution 
between both datasets.

As we will discuss in the next sub-section, the 
results in Figure 7 indicate how the temperature 
and moisture structure are intricately related to the 
vorticity.

3.5 Vorticity and divergence cross-sections
The vertical component of absolute vorticity ςz is

z
v u f
x y

= +  (3)

where x and y are the respective longitude and 
latitude coordinates modified implicitly to account 
for a spherical Earth, u and v are the zonal and me-
ridional components of the wind vector, and f is the 
latitude-varying Coriolis parameter. Our two traver- 
ses are too close together in latitude, and too dis-
persed in time to trust the derivatives. Therefore, we 
present a partial evaluation of vorticity considering 
only x derivatives, such that

z
v f
x
+  (4)

To test the assumption of whether the x derivative 
represents the vorticity within the bounds of the ex-
perimental box, we use analysis data from the FNL.

Figure 9 shows a side-to-side comparison of 
FNL vorticity profiles, in which the left plot rep-
resents the vorticity field calculated with both x 

and y derivatives, and the right plot represents the 
vorticity associated only with its x derivative. Both 
plots show a broad region of enhanced mid-level 
vorticity with a vertically-sheared structure. Thus, 
for the purpose of this case study, we can rely on 
the vorticity field calculation that only considers x 
derivatives.

Figure 10 shows estimates of absolute vorticity 
based on dropsonde data, assuming that the meridio-
nal directions can be neglected. The vorticity profile 
calculated using only x derivatives is noticeably 
weaker than that shown in Figure 9. This strongly 
indicates that y derivatives have a significant impact 
on the calculated value of vorticity using 3DVar 
analysis in the experimental domain.

A comparison between the vorticity cross-sections 
of Figure 9 and the temperature anomalies shown in 
Figure 5 suggests that these temperature anomalies, 
observed in the experimental box, are related to the 
vertically-sheared vorticity structure.

In a similar way to how we estimate the vorticity, 
we can express divergence in a simplified form as

v uu
y x

= +→  (5)

We see the same issues with the y derivatives, so 
we present a partial evaluation of divergence consid-
ering only x derivatives, such that

u→ ≈  (6)

We also use analysis data from the FNL to test how 
representative is the above approximation.
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We show a side-to-side comparison of FNL 
divergence profiles in Figure 11. In contrast to the 
vorticity profiles, no prominent feature is clear from 
either plot, except the presence of low-level conver-
gence with a vertically-sheared structure at 95ºW, 
west of the observed cold pool. We show the partial 
divergence profile corresponding to dropsonde data 
(Figure 12), only considering x derivatives, for the 
sake of consistency, but we admit limited confidence 
in the validity of these profiles. Figure 12 shows a 
sheared divergence structure, with some low-level 
convergence and a significantly sheared mid-level 
divergence, consistent with the dominant stratiform 
cloudiness observed during the experiment.

Based on the sheared-structure seen in all plots 
based on dropsonde data within the experimental 
box, we explore the large-scale conditions at the Gulf 

1000
900
800
700
600
500
400
300
200

Pr
es

su
re

 le
ve

l (
hP

a)

Full abs vorticity (ks–1)

1000
900
800
700
600
500
400
300
200

Pr
es

su
re

 le
ve

l (
hP

a)

Only x-derivatives (ks–1)

Absolute Vorticity 23<lat<24

Longitude
–96 –95 –94 –93 –92 –91 –90 –89 –88 –87

Longitude
–96

–0.02 0 0.02 0.04 0.06 0.08 0.10 0.12

–95 –94 –93 –92 –91 –90 –89 –88 –87

Fig. 9. Side-to-side comparison of absolute vorticity profiles, based on FNL analysis data.

0
1
2
3
4
5
6
7
8
9

10
11

H
ei

gh
t (

km
)

Absolute Vorticity (ks–1)

Absolute Vorticity 23<lat<24

Longitude

–96 –95 –94 –93 –92 –91 –90 –89 –88 –87

–0.02 0 0.02 0.04 0.06 0.08 0.10 0.12

Fig. 10. Absolute vorticity vertical cross-sections, based 
on dropsonde data.

1000
900
800
700
600
500
400
300
200

P
re

ss
ur

e 
le

ve
l (

hP
a)

Full divergence (ks–1)

1000
900
800
700
600
500
400
300
200

P
re

ss
ur

e 
le

ve
l (

hP
a)

Only x-derivatives (ks–1)

Divergence 23<lat<24

Longitude
–96 –95 –94 –93 –92 –91 –90 –89 –88 –87

Longitude
–96 –95 –94 –93 –92 –91 –90 –89 –88 –87

–0.02 –0.04 –0.06 0 0.02 0.04 0.06 0.08 0.10 0.12

Figure 11. Side-to-side comparison of divergence profiles, based on FNL analysis data.



282 J. Martínez-Claros et al.

of Mexico and Western Atlantic not just within the 
temporal bounds of our experiment, but also within 
a few days of the mission flight.

3.6 Large-scale conditions
To visualize analysis data variables relevant to our 
case study over the Gulf of Mexico, we relied on 
the FNL analysis data. We are mainly interested 
in diagnosing rather than forecasting; thus, we use 
FNL to show the large-scale conditions within the 
experimental box and its vicinity.

We investigate the large-scale conditions in two 
separate steps. First, we illustrate vertical wind 
profiles, similar to the ones shown in Figure 4, for 
various latitudes in the Gulf of Mexico and Western 
Atlantic, to evaluate the overall moisture transport 
from the tropics into mid-latitudes, occurring around 
the time of the mission flight. Second, we show 
large-scale plan views of the tropical ocean over the 
Gulf of Mexico, the Caribbean, and portions of  
the Western Atlantic.

Figure 13 shows wind cross-sections with respect 
to longitude for 4 different latitudes, 3 of which were 
chosen to illustrate the wind field at different levels in 
regions of the Gulf of Mexico, which is under the in-
fluence of the large cloud system, defined in Figures 1 
and 4. The fourth cross-section shown in Figure 13, 

corresponding to latitude 29º N, visualizes the large-
scale conditions near the southwest portion of the 
Western Atlantic, also under the influence of the same 
cloud system. The first three cross-sections indicate 
that there is strong low-level cross-flow into the jet, 
as the predominant direction of low-level winds is 
across the defined system. The fourth cross section, 
at 29º N, indicates weak cross-flow into the jet, and 
a predominance of along-system winds at all vertical 
levels, consistent with the definition of AR transport 
mentioned in the introduction. Based on Figure 13, 
the geographical extent of the AR does not include the 
Gulf of Mexico. In the next two figures, we explain 
why this is not the case.

Figures 14 and 15 show large-scale plan views for 
the Gulf of Mexico, Western Atlantic and Caribbean, at 
mid-levels and low-levels, respectively. Filled con-
tours in Figure 14 indicate absolute vorticity distri-
butions during the mission flight, averaged over the 
500-700 mb pressure interval. Figure 15 shows the 
same information as Figure 14, but with vorticity 
averaged over the 700-900 mb pressure intervals. As 
an auxiliary analysis tool, contour plots of high satu-
ration fraction (greater than 0.7) and low instability 
index (between –5 and 5 (J/Kg/K)), solid blue and 
green dashes, are respectively included.

Strong mid-level winds, shown in Figure 14 are 
associated with a weak high pressure ridge over the 
Western Atlantic and a low pressure trough over the 
continental United States. Conversely, strong low- 
level northwestward winds over the Gulf of Mexico 
shown in Figure 15 are driven by strong surface 
easterlies in the central Caribbean, which brought 
slightly drier air into the region of interest. The 
contrast in wind direction between low-levels and 
mid-levels over the Gulf of Mexico suggests that the 
AR transport over the Gulf of Mexico is very weak.

Blue dashed contours in Figures 14 and 15 corres- 
ponding to high saturation fraction, show a river-like 
structure in the Western Atlantic that becomes more 
narrow with increasing latitude, and widens in the 
tropics. In addition, the strength of the winds increases 
with latitude within this poleward channel. Figure 14 
indicates that the mid-level vorticity structure in the 
Gulf of Mexico is being deformed due to the influ-
ence of strong vertical shear. Low instability index 
values, extending from mid-latitudes into the Gulf 
of Mexico, precisely where the mid-level vorticity is 

0
1
2
3
4
5
6
7
8
9

10
11
12

H
ei

gh
t (

km
)

Divergence (ks–1)

Divergence 23<lat<24

Longitude

–96 –95 –94 –93 –92 –91 –90 –89 –88 –87

0.080.060.040.020–0.02–0.04–0.06–0.08

Figure 12. Divergence vertical cross-sections, based on 
dropsonde data. 



283Vorticity and Thermodynamics in Atmospheric Rivers

Fig. 13. Northeastward (along system) and northwestward (across system) winds with respect to longitude, based on FNL 
analysis output for June 2, 2017 (18:00 Z) at 4 different latitudes. The system is defined in the same way as in Figure 4.
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positive, suggests that the mid-level vorticity is being 
advected into mid-latitudes. Thus, by virtue of MQE 
and how the vorticity governs the instability index, 
the atmospheric river can extend from the tropics 
into mid-latitudes, both by vorticity-induced moisture 
convergence in the tropics, and the combined effect 
of moisture transport and moisture convergence in 
mid-latitudes. We present our conclusions in section 4.

4. Conclusions
We observed a situation in which vorticity in the 
Gulf of Mexico was being advected to the northeast 
into the Western Atlantic and also being sheared. 
This sheared vorticity structure is most noticeable at 
mid-levels. The temperature perturbations associa- 
ted with this vorticity structure are consistent with 
a balanced thermal response to it. This is evidenced 

Fig. 15. Low-level (900-700 mb) winds and vorticity (ks–1) 
FNL analysis output for June 2, 2017 (18:00Z) at the Gulf 
of Mexico. Solid-blue contours correspond to high satu-
ration fraction (≥ 0.7). Green-dashed contours correspond 
to low instability index –5< ii < 5 (J/Kg/K).
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particularly in the observed regions of reduced con-
vective instability, as measured by the instability 
index. Moreover, the observed saturation fraction 
varies inversely with this instability, in agreement 
with the previously discussed MQE principle.

We did not observe any ongoing strong convec-
tion in the traverse; however, we saw the remnants 
of previous convection, in the form of extensive 
stratiform regions with leftover precipitation, and 
a strong cold pool which occurred precisely where 
the instability index is minimum and the saturation 
fraction is maximum.

We obtained a broader perspective with the FNL 
analysis, from which it appears that this region is 
under the influence of what is conventionally called 
an atmospheric river. However, the flow structure 
near the tropics is in disagreement with some of the 
requirements of what an atmospheric river looks 
like, particularly due to the absence of a low-level 
moisture flow along the system in this region. We 
present an alternative mechanism to characterize 
the atmospheric river, which is not constrained on 
the preconceived notion of horizontal moisture flux, 
and which relates the well-known mid-latitude river 
structure to the low-level cross-flow in the tropics. 
This picture is consistent with the notion that this 
is a different type of moisture (atmospheric) river, 
perhaps a vorticity river. By the processes we have 
outlined, this vorticity is ultimately responsible for 
the convection, which is associated with the observed 
moisture convergence. Finally, the alternative mecha- 
nism we have presented is meant to include the up-
ward forcing of moisture leading to precipitation as 
part of the AR system.
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RESUMEN

El presente estudio presenta una caracterización sinóptica de los episodios de la Zona de Convergencia del 
Atlántico Sur (ZCAS) que causaron eventos de lluvia fuerte (ELF) en la ciudad de Río de Janeiro (CRJ) entre 
2006 y 2016. Se identificaron 77 episodios de ZCAS en la CRJ (ZCRJ), que representaron el 81% del total 
de eventos de ZCAS en Brasil. Se encontró un total de 37 episodios de ZCRJ con al menos un día de ELF 
durante el período que duró el evento (ZELF), representando casi la mitad (48%) de los eventos de ZCAS 
en la CRJ. En el 68.6% de estos casos, los ELF ocurrieron en los dos primeros días del evento de ZELF. El 
patrón sinóptico medio asociado con ZELF mostró un frente frío en el Océano Atlántico conectado con un 
sistema de baja presión ubicado cerca de la costa del estado de Río de Janeiro (RJ). La humedad específica 
en 850 hPa mostró un patrón de dipolo con anomalías positivas en el sureste de Brasil y anomalías negativas 
en el sur de Brasil, desde el día anterior a la ocurrencia del ZELF. La presencia de una cresta anómala en 
niveles superiores en el sureste de Brasil fue determinante para intensificar las fuertes lluvias en la CRJ. 
La clasificación sinóptica mostró cuatro patrones de superficie principales asociados con ZELF. Los dos 
patrones más frecuentes se asociaron con un frente frío cerca de la costa del estado de RJ y los otros dos se 
relacionaron con la presencia de un anticiclón con características de bloqueo y con la presencia de un ciclón 
extratropical débil cerca de la costa del estado de RJ, respectivamente.

ABSTRACT

The present study provides a synoptic characterization of South Atlantic Convergence Zone (SACZ) episodes 
that caused heavy rainfall events (HRE) in the city of Rio de Janeiro (CRJ) between 2006 and 2016. A total 
of 77 SACZ episodes were identified in the CRJ (SCRJ), which represented 81% of the total SACZ events in 
Brazil. At least one day of HRE during the SACZ period (SHRE) was found in 37 SCRJ episodes, representing 
almost half (48%) of the SACZ events in the CRJ. In 68.6% of these cases, the heavy rainfall occurred on the 
first two days of the SHRE period. The mean synoptic pattern of SHRE showed a cold front in the Atlantic 
Ocean connected with a low-pressure system located near the coast of Rio de Janeiro state (RJ). The 850 
hPa specific humidity showed a dipole pattern with positive anomalies in southeastern Brazil and negative 
anomalies in southern Brazil since the day before the occurrence of SHRE. An anomalous upper-level ridge 
in southeastern Brazil was relevant to intensifying the heavy rainfall in the CRJ. The synoptic classification 
showed four main surface synoptic patterns associated with SHRE. The two most frequent patterns were 
associated with a cold front close to the coast of RJ, and the other two were related to the presence of an anti-
cyclone with blocking characteristics and to the presence of a weak extratropical cyclone near the coast of RJ.

Keywords: SACZ, synoptic climatology, composite analysis, principal pattern sequence analysis.
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1. Introduction
The city of Rio de Janeiro (CRJ) is located in the 
Southeast region of Brazil and is the capital of Rio de 
Janeiro state (RJ), which is an important economic, 
cultural, and tourist center in the country. The city 
is considered a World Heritage Site by the United 
Nations Educational, Scientific, and Cultural Organi-
zation (UNESCO) and is the second-largest Brazilian 
metropolis, responsible for the second-largest Gross 
Domestic Product (GDP) in the country. The presence 
of three massifs (Tijuca, Pedra Branca and Gericinó), 
the proximity of the Atlantic Ocean, the Guanabara 
Bay and the Sepetiba Bay (Fig. 1), produce a great 
spatial variability of precipitation in the region, which  
according to Pristo et al. (2018) varies between 912 mm 
of total annual rainfall in the north of the city and 
2546 mm over the Tijuca massif.

During the rainy season (from October to April), 
much of the Southeast region of Brazil is affected by 
the occurrence of heavy rainfall events (HRE) that 
cause natural disasters such as landslides and floods, 
which have strong impacts on the population (Seluchi 
and Chou, 2009; Dereczynski et al. 2017; Nery and 
Malvestio, 2017; Reboita et al., 2017).

Several of these extreme events are caused by the 
South Atlantic Convergence Zone (SACZ), known 
as one of the main systems modulating the weather 
and climate in Brazil during the rainy season. The 

SACZ is characterized by a persistent cloud-band 
oriented northwest-southeast from the Amazon 
Basin to the South Atlantic Ocean, affecting the 
North, Central-West and Southeast regions of Bra-
zil, north of Paraná state and southern part of Bahia 
state (Kousky, 1988; Kodama, 1992; Quadro, 1994; 
Carvalho et al., 2004).

The SACZ is associated with 13% of the HRE that 
occur in the CRJ, while frontal systems are responsi-
ble for 77% of the cases since these occur throughout 
the year (Dereczynski et al., 2009). Dolif and Nobre 
(2012) identified 32 HRE in the CRJ between January 
2000 and December 2010, and of these 37% were 
caused by SACZ and 47% by cold fronts. Consider-
ing only the rainy season in the Southeast region of 
Brazil, Lima et al. (2010) found a total of 157 HRE, 
of which 74 cases (47%) were associated with SACZ 
and 83 cases (53%) with frontal systems. Despite 
the lower frequency of SACZ episodes associated 
with HRE in the CRJ, even during the rainy season, 
SACZ has the potential to produce higher rainfall 
totals compared to frontal system events, as SACZ 
remains stationary for several days over the same 
region, causing rainfall intensification (Marchioro et 
al., 2016), mainly in late spring and summer months 
(Grimm, 2011).

Between 11 and 20 January 2011, a SACZ event 
caused extreme rain in large parts of the RJ becoming 
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Fig. 1. a) Topography (m) of the city of Rio de Janeiro (RJ). Black circles show the rain gauge stations of the Rio 
Alert System used in this work; b) Brazilian map, showing the Rio de Janeiro State (RJ) in gray and the city of Rio de 
Janeiro (CRJ) in red. The location of the other states cited in this article are also shown: Amazon (AM), Espírito Santo 
(ES), Minas Gerais (MG), Mato Grosso do Sul (MS), Mato Grosso (MT), Paraná (PR), Rio Grande do Sul (RS), Santa 
Catarina (SC) and São Paulo (SP).
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the largest climatic catastrophe in Brazil’s history. On 
12 January the intense and voluminous rain affected 
the CRJ and especially the cities in the mountain-
ous areas of RJ, with successive episodes of mass 
landslides (Dourado et al., 2012) that caused the 
death of 905 people and more than 200 disappeared 
(Dereczynski et al., 2017; Nery and Malvestio, 2017). 
This episode culminated with the creation of the 
Brazilian National Centre for Monitoring and Early 
Warnings of Natural Disasters (CEMADEN - http://
www.cemaden.gov.br/).

Cold fronts, baroclinic troughs (Escobar et al., 
2019) and extratropical and subtropical cyclones 
(Kousky, 1979; Reboita et al., 2010; Gozzo et al., 
2014; Rocha et al., 2019) are the main surface mete-
orological systems identified by weather forecasters 
in the synoptic charts related to SACZ episodes 
during the rainy season in Brazil. The atmospheric  
circulation pattern associated with these meteorolog-
ical systems, when positioned on the coast of south-
eastern Brazil, maintains the moisture convergence 
at low levels and, consequently, contributes to the 
intensification of precipitation.

The Bolivian High (Lenters and Cook, 1997) and 
the trough of the Northeast region of Brazil (Kousky 
and Gan, 1981) are the main upper-level meteoro-
logical systems observed during the Brazilian rainy 
season having important contribution in the SACZ 
episodes. The mean atmospheric circulation pattern 
associated with both systems (Bolivian High and the 
trough of the Northeast region of Brazil) promotes 
strong divergence at high levels and, consequently, 
maintains the convective precipitation observed 
in much of the Central-West, Southeast and North 
regions of Brazil.

Escobar (2019) performed a synoptic classifica-
tion at the surface and mid-troposphere during the 
rainy season in Brazil (November to March), using 
the Principal Component Analysis (PCA) method-
ology. The study identified four main synoptic pat-
terns during the rainy season, and the most frequent 
was related to SACZ events, with the presence of 
a stationary front close to the coast of São Paulo 
state and RJ and with the South Atlantic Subtropical 
Anticyclone (SASA) positioned to the south of its 
climatological position. A similar synoptic pattern of 
SACZ was found by Weide-Moura et al. (2013) in 
their synoptic classification related to the occurrence 

of HRE in the CRJ. With such a surface circulation 
pattern, the maritime winds from the southeast persist 
for several days on the coast of São Paulo state and 
RJ, favoring the intensification of rain.

Considering that the HRE that occur in the 
CRJ under the influence of SACZ episodes trigger 
events with strong impacts on the population, the 
knowledge of the behavior of these episodes is very 
important for city planners to mitigate their impacts. 
Therefore, taking into account the importance that 
the SACZ events represent in the modulation of 
precipitation in this region during the rainy season, 
the objective of this study is to describe the dynamic 
and thermodynamic characteristics associated with 
such events through the development of a synoptic 
climatology. 

This paper is organized as follows: section 2 de-
tails the data and the methodology used in this study, 
section 3 analyzes the synoptic features and identifies 
the principal surface weather patterns associated 
with SHRE in the CRJ, and section 4 presents the 
conclusions.

2. Data and Methodology
2.1. Data
The studied period comprises 10 rainy seasons, 
considered here as the months between October and 
April of 2006-2016. So, the first rainy season or the 
“2007 rainy season” extends from October 1, 2006, 
to April 30, 2007, and the last one or the “2016 rainy 
season” extends from October 1, 2015, to April 30, 
2016. This studied period is referred to as “Octo-
ber-April/2006-2016”.

The SACZ episodes were identified by analyz-
ing the surface and upper levels (850 hPa, 700 hPa, 
500 hPa, and 250 hPa) synoptic charts at 1200 UTC 
October-April/2006-2016, using the methodology de-
scribed in Escobar and Matoso (2018). Those charts 
were prepared by the weather forecasters from the 
Brazilian Center for Weather Forecasts and Climate 
Studies (CPTEC) - National Institute for Space Re-
search (INPE).

Brightness temperature (K) images from the 
Geostationary Operational Environmental Satellite 
(GOES; 10, 12, and 13) from CPTEC-INPE were 
also used to identify the cloudiness associated with 
the SACZ meteorological situations.
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To identify the SACZ episodes that caused rain in 
the CRJ (SCRJ), daily precipitation maps were built 
using the MERGE product (Rozante et al., 2010), with 
a spatial resolution of 0.2º latitude x 0.2º longitude. 
These daily precipitation maps were constructed for 
each SACZ episode to verify if the rain band was es-
tablished over CRJ. MERGE results from the combina-
tion of surface observations over the South American 
continent with Tropical Rainfall Measuring Mission 
(TRMM) satellite precipitation estimates.

The HRE detection criterion in the CRJ was defi- 
ned through the use of precipitation data observed 
every 15 minutes at the Rio Alert System from the 
Municipality of Rio de Janeiro. Twenty six rain gauge 
stations in the CRJ were used for this work (Fig. 1).

In order to study the synoptic characteristics 
associated with SACZ episodes related to the occur-
rence of HRE in the CRJ (SHRE), daily (1200 UTC) 
gridded reanalysis meteorological data from the Na-
tional Centers for Environmental Prediction (NCEP) 
Climate Forecast System Reanalysis (CFSR) were 
used. The CFSR version 1 (CFS-v1 – Saha et al., 
2010) covers the period from January 1979 to March 
2011. The CFSR version 2 (CFSv2 – Saha et al., 2014) 
was released in March 2011, and it has been running 
operationally since then. Both (CFSv1 and CFSv2) 
have a horizontal native resolution of T382 (~38 km). 
Their horizontal resolution is 0.25º × 0.25ºlatitude/
longitude between 10ºS and 10ºN, reducing gradually 
towards the poles, reaching 0.5º between 30ºN and 
30ºS. The CFSR meteorological variables used were: 
i) mean sea-level pressure (hPa); ii) 850 hPa specific 
humidity (gkg–1); 850 hPa wind components (ms–1), 
and iii) 850, 500 and 250 hPa geopotential height 
(gpm) from October-April/2006-2016.

2.2. Detection of SHRE
The SACZ episodes were identified by analyzing 
the surface and upper synoptic charts at 1200 UTC 
from October-April/2006-2016. The dates of the 
SACZ events were selected using the methodology 
presented by Escobar and Matoso (2018) in which 
the following characteristics should appear simulta-
neously in the synoptic charts:

(a) a cold front or a baroclinic trough located over 
the ocean, near the coast between São Paulo and 
Espírito Santo states,

(b) a trough at mid- (500 hPa) and upper troposphere 
(250 hPa) located over the Southeast region of 
Brazil or the southern part of the Northeast region 
of Brazil,

(c) a polar jet stream (250 hPa) coupled with a sub-
tropical jet stream associated with the surface 
cold front at the surface,

(d) a subtropical jet stream associated with the baro-
clinic trough at the surface,

(e) a horizontal equivalent potential temperature 
gradient at 850 hPa pointing from the Atlantic 
Ocean to the continent,

(f) a northwesterly flow at 850 hPa extending from 
the Amazon Basin to the Atlantic Ocean and 
through the Central-West and Southeast regions 
of Brazil,

(g) a homogeneous region where the upward motion 
at 500 hPa is in phase with the convergent flow 
at 850 hPa and the precipitable water values are 
greater than 45 mm 

and
(h) a low-level convergence zone and the pre-sence 

of a band of cloudiness persisting for at least 3 
consecutive days.

After identifying SACZ cases by applying the 
above criterion, daily precipitation maps were cons- 
tructed using MERGE data, to identify the SACZ 
cases that caused rain on the CRJ (SCRJ). The Derec-
zynski et al. (2009) criterion was used to select the 
SACZ cases that produced HRE in the CRJ (SHRE), 
which considers an HRE when the 24 h accumulated 
rainfall reaches the threshold of 30 mm in at least 4 
of the 26 meteorological stations considered in this 
study. The 24 h accumulated rainfall was computed 
using the rainfall data observed every 15 minutes, 
from 1215 UTC on the previous day until 1200 UTC 
on the day in question.

Because a SACZ event lasts at least 3 days, in 
several episodes the criterion for HRE in the CRJ 
was verified in more than one day. The frequency 
of SHRE was caculated if at least one day of heavy 
rainfall during the SACZ event ocurred. Moreover, to 
compute the monthly frequency of SHRE, the SACZ 
month is considered regarding the first SACZ day. 
For example, if one episode begins on February 29 
and lasts for 5 days, this event will be considered a 
February case.
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2.3. Composite fields
After the selection of the SHRE, average composite 
fields and anomaly composite fields of atmospheric 
variables mentioned in section 2.1 for two days be-
fore the initial day (D–2), one day before the initial 
day (D–1), and at the initial SHRE day (D0) were 
calculated, to identify the synoptic features associa- 
ted with such episodes. For example, for the first 
SHRE (29 November 2006 -12 December 2006), 
D–2 is 27 November, D–1 is 28 November and D0 
is 29 November 2006. It is important to emphasize 
that the D0 is always taken as the first day of the 
SACZ episode, regardless of when the HRE was 
observed. Composite fields were constructed in the 
spatial domain of 10ºN-55ºS and 80º-20ºW for all 
variables. Climatology fields are constructed for the 
whole period comprising the 10 rainy seasons, from 
“2007 rainy season” to “2016 rainy season”. Average 
and anomaly composites were calculated consider-
ing the October-April/2006-2016 climatology. The 
composite fields for D–2, D–1, and D0 were useful 
for tracking the evolution of the synoptic systems 
responsible for the SHRE.

2.4. Synoptic classification
After identifying the mean synoptic characteristics 
associated with SHRE, a synoptic classification at 
the surface was performed through the Principal 
Pattern Sequence Analysis (PPSA; Compagnucci 
et al., 2001; Escobar et al., 2004; Huth et al., 2008). 
According to Compagnucci et al. (2001), the PPSA 
is considered an extension of the traditional Principal 
Component Analysis (PCA), with a correlation ma-
trix in T-Mode (Green and Carrol, 1978; Richman, 
1986; Escobar et al., 2016), whose main objective 
is to obtain the evolution of the principal dominant 
modes of atmospheric circulation for specific meteo- 
rological situations. Thus, in this application, each 
variable is a sequence of the consecutive spatial mean 
sea level pressure patterns, and the correlation matrix 
represents the correlation between sequences.

In order to explore the synoptic variability where 
the surface baroclinic systems are more associated 
with SHRE, a smaller domain (5ºS-40ºS, 30ºW-80ºW) 
was used for the calculation of the composites fields. 
The matrices are composed by mean sea level pres-
sure data of the 37 SHRE x 7171 grid points for 3 
days: D–2, D–1, and D0. With such an objective 

methodology, it is possible to identify subgroups or 
types of fields with the same spatial structure.

After the application of the PPSA, the Varimax ro-
tation (Richman, 1986) was performed. This metho- 
dology is useful to redistribute the total variance of 
the data among the components in order to empha-
size the physical meaning of the Principal Pattern 
Sequence (PPS) that is generated (Richman,1986). 
The optimum number of rotated PPSs was determined 
by the eigenvalue 1.0 rule (Richman et al., 1992).

The real meteorological fields correlated signifi-
cantly with the Principal Pattern Sequences (PPSs) 
were determined through temporal series of factor 
loadings that represent the correlations between the 
variable used (real meteorological field) and each 
PPS (Richman, 1986).

The analysis of the component loadings allows 
the evaluation of the representative patterns (ob-
tained from PPSA) as real atmospheric circulation 
fields (registered in the reanalyses). Values of com-
ponent loadings closer to 1 represent sequences of 
atmospheric circulation fields similar to the obtained 
pattern sequence (Harman, 1976; Cattell, 1978).

The spatial field of the PPSs can be interpreted 
in both their positive and negative phases (Com-
pagnucci and Salles, 1997). PPSs are related to two 
different synoptic patterns that have the same shape. 
For positive values of component loadings (direct 
mode), PPSs have the same sign as the meteorological 
variable under study. For example, positive (negative) 
values of sea level pressure, represent high (low) 
pressures in the PPSs. Conversely, for negative values 
of component loadings (indirect mode), PPSs have 
the opposite sign as the real meteorological fields. 
Therefore, positive (negative) values represent low 
(high) pressures. In this study, the values of com-
ponent loadings (figures not shown) were positive, 
meaning that the PPSs have the same sign as the 
meteorological fields (weather type).

3. Results
3.1 SACZ Climatology
The dates of the 95 SACZ episodes (9.5 events per year) 
identified in the 10-year (October-April/2006-2016) 
are listed in Table I. The longest SACZ event took 
place in December 2013 and lasted for 15 days (12/
Dec/2013 - 26/Dec/2013). The other three longest 
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SACZ events (all lasting 12 days) took place in the 
periods 13/Nov/2008-24/Nov/2008, 01/Mar/2010-
12/Mar/2010, and 27/Dec2010-07/Jan/2011.

In the CRJ, 77 episodes of SACZ (SCRJ) were 
configured (highlighted in bold in Table I), repre-
senting 81% of the total SACZ events in Brazil. As 
was mentioned in Section 2.2, in several episodes of 
SACZ, the criterion for HRE in the CRJ was reached 
in more than one day during the entire period of the 
event. Considering the episodes of SCRJ with at least 
one day of HRE (SHRE), 37 cases were identified 

(highlighted in gray in Table I). This indicates that al-
most half (48%) of the total SACZ events configured 
in the CRJ cause heavy rainfall in the city.

During the 37 SHRE episodes, the rainfall reached 
the HRE threshold in 51 days. A total of 22 of these 
51 days (43.1%) occurred on the first day of the 
SHRE episode, and in 13 of these 51 days (25.5%), 
the rainfall reached the HRE threshold on the second 
day, totalizing 68.6% of the heavy rainfall days 
occurring in the first two SHRE days. This result 
indicates that the beginning of an SHRE, which in 

Table I. Start and end dates (month/date/year) of the 95 SACZ episodes that occurred over Brazil in the 
10-year period (October-April/2006-2016). 

Start Date End Date Start Date End Date Start Date End Date

17/10/2006 20/10/2006 28/10/2009 01/11/2009 09/01/2013 17/01/2013
10/11/2006 12/11/2006 04/12/2009 09/12/2009 26/01/2013 30/01/2013
29/11/2006 01/12/2006 13/12/2009 15/12/2009 04/02/2013 10/02/2013
08/12/2006 16/12/2006 21/01/2010 23/01/2010 27/02/2013 04/03/2013
27/12/2006 29/12/2006 01/03/2010 12/03/2010 27/03/2013 30/03/2013
21/01/2007 25/01/2007 28/03/2010 31/03/2010 18/10/2013 20/10/2013
30/01/2007 05/02/2007 27/10/2010 29/10/2010 05/11/2013 09/11/2013
12/02/2007 16/02/2007 01/11/2010 04/11/2010 12/12/2013 26/12/2013
19/03/2007 22/03/2007 01/12/2010 04/12/2010 17/01/2014 20/01/2014
23/10/2007 25/10/2007 14/12/2010 18/12/2010 15/02/2014 19/02/2014
04/11/2007 06/11/2007 27/12/2010 07/01/2011 28/02/2014 02/03/2014
27/11/2007 02/12/2007 11/01/2011 20/01/2011 06/03/2014 10/03/2014
12/12/2007 15/12/2007 15/02/2011 17/02/2011 22/03/2014 24/03/2014
19/12/2007 23/12/2007 28/02/2011 10/03/2011 26/10/2014 29/10/2014
06/01/2008 11/01/2008 04/04/2011 07/04/2011 15/11/2014 19/11/2014
20/01/2008 23/01/2008 02/10/2011 07/10/2011 27/11/2014 30/11/2014
30/01/2008 02/02/2008 16/10/2011 20/10/2011 14/12/2014 17/12/2014
03/02/2008 08/02/2008 01/11/2011 04/11/2011 24/12/2014 26/12/2014
24/02/2008 08/03/2008 23/11/2011 05/12/2011 05/02/2015 09/02/2015
13/03/2008 18/03/2008 09/12/2011 12/12/2011 16/02/2015 19/02/2015
13/11/2008 24/11/2008 15/12/2011 22/12/2011 27/02/2015 01/03/2015
03/12/2008 06/12/2008 26/12/2011 30/12/2011 09/03/2015 14/03/2015
12/12/2008 21/12/2008 01/01/2012 09/01/2012 17/03/2015 20/03/2015
25/12/2008 31/12/2008 15/01/2012 21/01/2012 22/03/2015 25/03/2015
04/01/2009 09/01/2009 26/01/2012 31/01/2012 06/04/2015 08/04/2015
21/01/2009 23/01/2009 11/02/2012 13/02/2012 28/10/2015 30/10/2015
29/01/2009 31/01/2009 16/03/2012 21/03/2012 14/01/2016 19/01/2016
12/02/2009 15/02/2009 24/03/2012 26/03/2012 20/01/2016 23/01/2016
13/03/2009 17/03/2009 04/11/2012 08/11/2012 29/02/2016 05/03/2016
25/03/2009 02/04/2009 14/11/2012 22/11/2012 10/03/2016 14/03/2016
08/04/2009 11/04/2009 26/11/2012 28/11/2012 24/03/2016 27/03/2016
08/10/2009 12/10/2009 15/12/2012 17/12/2012   

The dates of the 77 SCRJ and 37 SHRE events are highlighted in bold and gray, respectively. The rest of the 
dates correspond to SACZ episodes outside the CRJ.
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general is associated with the arrival of a frontal sys-
tem, is more likely to cause heavy rainfall in the CRJ 
compared to the other days of the event. The other 
HRE occurred in the third (11.8%), fourth (3.9%), 
fifth (7.8%), sixth (5.9%) and eighth (2.0%) SHRE 
days. No HRE occurred in the seventh day.

The mean daily precipitation in the 51 heavy 
rainfall days during the 37 SHRE episodes is 
presented in Figure 2. The SACZ rainfall band, 
extending in the NW-SE direction from the Am-
azon region through de Atlantic Ocean, is evident 
in Figure 2. Although the daily precipitation varies 
from 10 to 15 mm/day over RJ, it is in the Atlantic 
Ocean, around 27ºS/40ºW, where it achieves its 
maximum intensity (35 mm/day). Figure 3 presents 
the frequency of the 95 SACZ, 77 SCRJ, and 37 
SHRE episodes organized by their duration, lasting 
just 3 days, only 4 days, and so on, until 15 days. 
It is clear from Figure 3 that most of the episodes 
lasted between 3 and 6 days. The higher frequency 
of the SACZ and SCRJ events was 4 days, and the 
higher frequency of the SHRE was 5 days.

The monthly distribution of the 95 SACZ, 77 
SCRJ, and 37 SHRE (Fig. 4) shows an increase in 
their frequency from October through January, which 
peaks in the middle of the rainy season. A small rise 
in the frequency from February to March is also seen, 
which can be explained by two reasons: First, the 
month of February is shorter than the others, reducing 
the chance of a SACZ occurrence during that month. 
And, second, temperature and humidity are still high 
in March, but coincide with the first stronger cold 
fronts that begin their journey inside the continent, 
promoting the formation of more SACZ events. As 
mentioned before, Figure 4 also shows that most of 
the SACZ events that occurred in Brazil reached the 
CRJ (SCRJ). It is noteworthy that during March, all 
16 SACZ events reached the CRJ (SCRJ), and during 
April, none of the 2 SCRJ produced HRE.

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

35

30

25

20

15

10

5

Fig. 2. Mean precipitation (mm/day) accumulated in 51 
heavy rainfall days during the 37 SHRE. (Source: MERGE 
- Rozante et al., 2010). 
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3.2 Synoptic climatology associated with SHRE 
3.2.1 Composites of average and anomalies 
In order to identify the main synoptic features as-
sociated with SHRE as well as their differences in 
relation to climatology, composites of average and 
anomalies were calculated of the variables described 
in section 2.1. Thirty seven SHRE are considered, 
which correspond to the total cases identified during 
the studied period (October-April/2006-2016).

The composites of average and anomalies of the 
500 hPa geopotential height and mean sea level pres-
sure, associated with SHRE for D–2, D–1 and D0 are 
shown in Figure 5. The fields of 500 hPa geopotential 
height average composites (Fig. 5a) show a slightly 

amplified frontal trough located near Buenos Aires 
Province (Argentina) on D–2 that intensifies and 
amplifies as it moves northeastward and reaches the 
eastern part of Santa Catarina state on D0. There is 
another weak trough positioned between northern 
Argentina and southern Bolivia on D–2, which in 
the following days connects with the previously 
mentioned trough. Note that there is a strong geopo-
tential height gradient located to the south of 40ºS, 
and in this intense baroclinic flow, there are several 
cyclonic disturbances with a slight amplification that 
move rapidly eastwards.

The mean sea level pressure average composites 
(Fig. 5a) show a weak cold front located between the 
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Atlantic Ocean and southern Rio Grande do Sul state 
on D–2, which moves northeastwards in the subse-
quent days. On this day (D–2), there is a low-pres-
sure system of 1010 hPa related to the Chaco Low, 
which is located over Paraguay. On D–1, this frontal 
system is located approximately to the southeast of 
the Santa Catarina state without reaching the coast 
of southeastern Brazil on D0. A similar pattern was 
observed by Andrade and Cavalcanti (2018) during 
heavy rainfall summer fronts over southeastern Bra-
zil. Note also that the SASA is located around 30ºS, 
20ºW, and slowly moves eastwards over the entire 
analyzed period. The 500 hPa trough that advances 
from northern Argentina and southern Bolivia contrib-
utes to the formation of a wide low-pressure system 
of 1012 hPa over the Atlantic Ocean, to the south of 
RJ during D0. On this day, this cyclone is connected 
to the cold front and both of these systems con- 
tribute to the intensification of the moist air mass 
convergence over the coast of RJ, including the CRJ.

The composite anomalies of 500 hPa geopotential 
height and sea level pressure are shown in Figure 5b. 
This combination of levels shows the displacement 
of a typical baroclinic system, with the 500 hPa wave 
positioned to the west of the surface wave.

Negative anomalies of mean sea level pressure 
and geopotential height observed respectively at the 
surface and the 500 hPa level, allow the identification 
of the mid-troposphere trough and the cold front at 
the surface. On the other hand, the positive anoma- 
lies at both of the levels identify the ridge and the 
post-frontal anticyclone, respectively at mid- level 
and at surface. On D–2, there are negative height 
anomalies with a minimum of -10 gpm at 500 hPa lo-
cated over northeastern Argentina and Uruguay. This 
pattern is related to the frontal trough at mid-level 
that moves northeastwards during the following days. 
In the South Atlantic Ocean, to the southeast of the 
Malvinas Islands, there is a minimum of –20 gpm at 
the 500 hPa level on D–2, associated with a cyclonic 
disturbance that exhibits a rapid zonal displacement 
during the analyzed period. The minimum related to 
the frontal trough intensifies during the subsequent 
days reaching a minimum value of –40 gpm near 
37ºS, 40ºW on D0. Similar behavior is observed at 
the surface, with slight negative anomalies over RJ 
of the order of –1 hPa to –2.5 hPa on D–1 and D0, 
respectively. On SACZ day (D0), a minimum of –5 

hPa is observed over the Atlantic Ocean around 42ºS, 
30ºW, associated with the low-pressure system relat-
ed to the cold front mentioned in Figure 5a.

The composites of average and anomalies of 
streamlines and 850 hPa specific humidity associated 
with SHRE are shown in Figure 6. The composite 
of streamlines at 850 hPa (Fig. 6a) show the typical 
mean circulation pattern over South America during 
the rainy season in Brazil. There is a clear northerly/
northwesterly flow over continental areas during the 
analyzed period. This circulation pattern at low levels 
is determined by the trade winds that penetrate to 
the north of the continent and deviate by the action 
of the Andes Cordillera, and by the winds coming 
from the Atlantic Ocean related to the presence of the 
SASA. On D–2, there is northerly wind over the RJ, 
determined by the western edge of the SASA since 
the flow from the Amazon region is directed to the 
northern part of southern Brazil. On D–1, the flow 
caused by the SASA persists over the RJ, and the 
influence of the Amazonian flow is beginning to be 
observed. During D0, there is a large influence of the 
Amazonian flow over RJ and a smaller contribution 
from the wind from the Atlantic Ocean. This change 
in the atmospheric circulation at the 850 hPa level 
is related to the advance of a frontal trough that on 
D–2 is observed approximately in the farther south 
of Rio Grande do Sul state and on D0 is identified 
over the Atlantic Ocean, close to São Paulo state. On 
D–2 the Chaco Low can also be observed in southern 
Bolivia and western Paraguay, which is connected 
with the frontal trough mentioned above. On D–1, the 
frontal trough is near the coast of Santa Catarina state 
and, simultaneously, another trough can be observed 
further to the north with its axis extending between 
southern Bolivia and the far west of Santa Catarina 
state. On D0, this trough advances northeastwards, 
extending between southern Mato Grosso state and 
northern Paraná state, where a low-pressure system 
forms. With such low-level atmospheric circulation, 
the RJ is affected by warm and moist air transported 
from the Amazon Basin.

The composites of 850 hPa specific humidity 
(Fig. 6a) show high values over most of the North, 
Central-West and Southeast regions of Brazil, of the 
order of 12 to 14 gkg–1, typical of the rainy season 
in Brazil. The specific humidity shows an increase 
over RJ from approximately 10 to 13 gkg–1 between 
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D–1 and D0. This increase is related to the change in 
the wind direction from northerly to northwesterly, 
as previously described. Also, as noted by Moraes 
et al. (2020), when studying mesoscale convective 
complexes forming in subtropical South America, 
the moisture increase results from the enhanced 
convergence between the flows coming from the 
Amazon Basin and the Atlantic Ocean. It is note-
worthy that during the rainy season the specific 
humidity over the southeast region is very high due 
to the combination of high temperatures and the 
persistent northerly flow from the Atlantic Ocean 
and from the northern Brazil.

The 850 hPa streamline composite anomaly fields 
(Fig. 6b) show the zonal displacement of cyclonic 

anomalies that on D–2 are centered over Uruguay and 
in the following days move over the Atlantic Ocean, 
approximately south of 40ºS and between 40ºW 
and 30ºW. This anomalous pattern is mainly associat-
ed with the displacement of the cold front described 
previously (Fig. 6a). The anomalous trough associ-
ated with these cyclonic anomalies extends from the 
southern Amazon Basin to the South Atlantic Ocean, 
determining a band of negative anomalies that affects 
much of southeastern Brazil, especially since D–1. A 
similar configuration was found by Doss-Gollin et al. 
(2018) when they analyzed 850 hPa anomaly fields 
associated with the occurrence of heavy rainfall in the 
central-southern Paraguay. The authors identified a 
circulation pattern with cyclonic anomalies over the 

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

10N

EQ

10S

20S

30S

40S

50S

80W 70W 60W 50W 40W 30W 20W

D-2 D-1 D0

b)

a)

14

13

12

11

10

9

8

7

6

5

3

2

1

2.5

1.5

0.5

–0.5

–1.5

–2.5

–1

–2

Fig. 6. 850 hPa streamlines and 850 hPa specific humidity (gkg–1 in shaded) SHRE composites: a) average and b) 
anomalies. From left to right: D–2, D–1, and D0. CHL= Chaco Low.



297Synoptic patterns of SACZ associated with heavy rainfall in the city of Rio de Janeiro

Atlantic Ocean, southeast of southern Brazil, one day 
after the occurrence of heavy rainfall in Paraguay.

The specific humidity composite anomaly fields 
(Fig. 6b) are consistent with the anomalous atmos- 
pheric circulation pattern described above. There is a 
large area of positive anomalies of specific humidity 
located over northeastern Argentina, Paraguay, south-
ern Brazil, most of Mato Grosso do Sul state and the 
western and southwestern part of São Paulo state during 
D–2, showing small values (~1 gkg–1-1.5 gkg–1). 
On D–1, these positive anomalies are located to the 
east of the anomalous trough, affecting most of the 
states of Paraná, Mato Grosso do Sul, and São Paulo, 
and the adjacent Atlantic Ocean. Moreover, negative 
anomalies of specific humidity varying between –1 and 
–2 gkg–1 are also observed over Uruguay, northeast-
ern Argentina and central-western Rio Grande do Sul 
state, related to the advection of dry air produced by 
the advance of the post-frontal anticyclone (Fig. 4a). 
On D0, the positive anomalies are located over the 
São Paulo and RJ states, western and southern Minas 
Gerais state and in the adjacent Atlantic Ocean. In 
addition, the negative anomalies are more intense 
comparing to D–1, affecting Uruguay, northeastern 
Argentina, most of Paraguay, Rio Grande do Sul state 
and most of Santa Catarina state.

An interesting feature to mention is the esta- 
blishment of a “dipole” configuration in the specific 
humidity anomalies fields during D0. This dipole, 
also called the seesaw pattern, is determined by 
the presence of positive anomalies in southeastern 
Brazil and by the presence of negative anomalies 
in the South, in agreement with Nogués-Paegle and 
Mo (1997).

The composites of average and anomalies of 200 
hPa streamlines and geopotential heights associated 
with SHRE are shown in Figure 7. Average compo- 
sites (Fig. 7a) allow identifying a typical upper-level 
atmospheric circulation pattern of the rainy season in 
Brazil, with the presence of the Bolivian High and the 
trough in the Northeast region of Brazil. This pattern 
is observed in climatology during the rainy season 
regardless of the occurence of SACZ events because 
it is associated with strong convective activity in 
the Amazon Basin (Lenters and Cook, 1997). On 
D–2, there is a trough with its axis extending from 
central Argentina to the Atlantic Ocean that inten-
sifies as it propagates eastwards over the following 

days. On D–1, the axis of this trough is positioned 
approximately between northeastern Argentina and 
the Atlantic Ocean and on D0 it reaches southern 
Brazil, extending between Paraná state and the Atlan- 
tic Ocean.

This upper-tropospheric trough shows an intense 
horizontal geopotential height gradient that is associa- 
ted with the cold front identified at the surface and 
at the 850-hPa level. On D0, this upper-level trough 
increases the divergent flow over RJ and southern 
Minas Gerais state, contributing to the intensification 
of the convergence flow at the surface. Therefore, 
with such upper-level atmospheric circulation pa- 
ttern, the precipitation will intensify over the study 
area during the SHRE.

The Bolivian High appears practically stationary 
over Bolivia during the analyzed period; however, its 
associated ridge changes position particularly from 
D–1. On D–2, the axis of the ridge extends southward 
from Bolivia to the northeastern part of Southern 
Brazil. The ridge moves towards southeastern Brazil 
on the following days and on D0 it appears approx-
imately over RJ, southern Espírito Santo state and 
central-southern Minas Gerais state. Simultaneously, 
the trough in the Northeast region of Brazil moves 
slightly to the west as the ridge intensifies towards 
the Southeast region of Brazil. The change in the 
upper-level atmospheric circulation associated with 
both of the systems (the ridge and the trough of the 
Northeast region of Brazil) is related to the advance 
of the frontal trough from mid-latitudes.

The 200 hPa streamline and geopotential height 
anomaly fields (Fig. 7b) reveal a well-defined wave 
train that propagates northeastward, with an anoma-
lous ridge over the South Pacific Ocean and southern 
South America and an anomalous trough over most 
southern Brazil. There are positive geopotential height 
anomalies on D–2 over most southern Brazil and Par-
aguay and part of Mato Grosso do Sul and São Paulo 
states, with values varying between 10 and 20 gpm. 
These positive anomalies increase the intensity and 
propagates eastwards on D–1, reaching the RJ and the 
southern part of MG and Espírito Santo states. Anti- 
cyclonic anomalies are located over the Atlantic 
Ocean on D0, centered to the southeast of RJ but 
nevertheless affecting most of RJ, MG and Espírito 
Santo states. On this day, the highest anomalies are 
of the order of 20 to 30 gpm over RJ, southern part of 
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Espírito Santo state and the south of Minas Gerais 
state. These positive anomalies are associated with 
the intensification of the ridge described in Figure 6a, 
indicating strong divergence at upper levels and, 
consequently mantaining moisture convergence at 
low levels. Thus, such an anomalous upper-level 
atmospheric circulation pattern is related to the mean 
position of the band of cloudiness associated with 
SHRE that contributes to precipitation intensification 
in the CRJ.

The negative anomalies show a pattern similar to 
that observed at the 500 hPa level (Fig. 4b). On D–2, 
there is a band of a cyclonic anomaly of streamline 
oriented northwest-to-southeast, from northern 
Argentina to the South Atlantic Ocean. The highest 

values of the negative geopotential height anomalies 
are of the order of –10 gpm to –20 gpm, located 
approximately to the east of the Buenos Aires Prov-
ince (Argentina) and the adjacent Atlantic Ocean. 
On D–1, these negative anomalies intensify as they 
move eastwards and cover northeastern Argentina, 
most of Uruguay and the Rio Grande do Sul state. 
On D0, the negative anomalies continue increasing in 
intensity, showing values of approimately –60 gpm in 
southeastern Rio Grande do Sul state and the adjacent 
Atlantic Ocean. On this day, the cyclonic streamline 
anomalies extend from southern Bolivia to the South 
Atlantic Ocean. A similar configuration at high levels 
was found by Nielsen et al. (2019) when they studied 
the SACZ episodes during the South American Mon-
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soon period. The authors identified the presence of 
cyclonic anomalies between southern Brazil and the 
adjacent Atlantic Ocean associated with the presence 
of SACZ located in different positions.

In the Tropical Atlantic Ocean east of the North-
east region of Brazil, there are cyclonic streamline 
anomalies affecting the area where the trough of the 
Northeast region of Brazil acts during the rainy sea-
son. This result is in agreement with Carvalho (1989) 
who suggests that the most intense SACZ events are 
associated with more intense trough of the Northeast 
region of Brazil.

3.2.2. Synoptic patterns associated with SHRE
The synoptic classification at the surface associated 
with SHRE, identified seven PPSs that explain 83.8% 
of the total variance, with the first four PPSs repre-
senting 69.8% of that total (Table II). The remaining 
PPSs were not considered in the analysis because 
their series of component loadings presented values 
lower than 0.5. The four PPSs associated with SHRE 
are shown in Figure 8.

PPS1 (Fig. 8a) and PPS2 (Fig. 8b) show a se-
quence pattern associated with the displacement of a 
cold front that arrives on the coast of RJ on D0. PPS1 
explains 21.4% of the total variance and is associated 
with a shorter and more oceanic baroclinic system 
than PPS2. It is noted that the cold front is unable to 
reach the continent because on D0 the frontal system 
appears connected with a low-pressure system loca- 
ted over the Atlantic Ocean, close to the coast of RJ. 
PPS1 also shows the Chaco Low, located between 

northern Argentina, central-western Paraguay, and 
southern Bolivia. This synoptic pattern at the sur-
face is similar to the average of the mean sea level 
pressure associated with SHRE, obtained through 
the composite method (Fig. 5a). This result was ex-
pected due to the fact that the PPSs that explain the 
higher percentage of the total variance is related to 
the most frequent synoptic pattern, which coincides 
frequently with the average field. The PPS2 sequence 
pattern (Fig. 8b) explains 20.0% of the total variance 
and shows on D0 the cold front over RJ with a more 
intense and wider post-frontal anticyclone compared 
to PPS1.

PPS3 (19.0%) (Fig. 8c) also shows an intense and 
wide post-frontal anticyclone with a slow displace-
ment during the analyzed period. On D–2, the frontal 
system is already over São Paulo state, reaching RJ 
during D–1. On D–1 and D0, the post-frontal anticy-
clone is practically stationary over the Atlantic Ocean 
around 35ºS, 45ºW, and acquiring blocking charac- 
teristics. With such surface atmospheric circulation 
pattern, the RJ is affected by persistent southeast 
winds which favor increased moisture convergence 
and, consequently, heavy rain intensification in the 
CRJ.

The patterns PPS2 and PPS3 are similar to those 
identified by Escobar (2019) related to a synoptic 
climatology during the Brazilian rainy season. The 
last sequence pattern (PPS4) (Fig. 8d) explains 9.4% 
of the total variance and reveals the presence of a 
low-pressure system located over the Atlantic Ocean 
to the south of RJ, which remains practically station-
ary during the analyzed period. This low-pressure 
system on D–2 is observed connected with a cold 
front located over the South Atlantic Ocean, close to 
40ºS, 35ºW. On D–1 and D0, the cold front moves 
eastwards quickly whilst the low-pressure system re-
mains practically in the same position, approximately 
at 25ºS, 45ºW. In general, these cyclones have a weak 
baroclinic structure whose associated cold fronts 
affect the coasts of the São Paulo and RJ states. On 
several occasions, these cyclones are not frontal and 
show subtropical features (Evans and Braun, 2012; 
Escobar, 2014; Gozzo et al., 2014; Brasiliense et al., 
2018; Silva et al. 2019). In both cases (extratropical 
or subtropical cyclones), this cyclone contributes to 
increase moist and warm air convergence towards 
southeastern Brazil. Moreover, surface southerly and 

Table II. Percentages of explained variance (P. Var) and 
the cumulative percentages (P. C.Var) explained by the 
different PPSs.

PPS P. Var (%) P. C. Var (%)

1 21.4 21.4
2 20.0 41.4
3 19.0 60.4
4 9.4 69.8
5 5.9 75.7
6 4.6 80.3
7 3.5 83.8
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southeasterly winds also favor rainfall intensification 
over the coastal areas of RJ.

While the low sample size (37 cases) is a statis-
tical limitation, pattern PPS3 related to a blocking 
configuration, was the synoptic pattern of SHRE that 

showed the longest duration. The rest of the patterns 
did not show significant differences associated with 
the duration of SHRE events.

Similar results were obtained asking how these 
four primary patterns varied throughout the October 
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April rainy season. There were no significant differ-
ences associated with the intraseasonal variability of 
the four PPS of SHRE.

Despite the small number of cases, pattern PPS2 
associated with the incursion of cold fronts, was 
more common in spring (November) and autumn 
(March) than in summer. This result is similar to 
Escobar (2019) of the synoptic climatology during 
the Brasilian rainy season.

Differences in the accumulated precipitation were 
evaluated for each of the four patterns associated 

with SHRE. Despite the few cases of SHRE events, 
the synoptic composite maps (figures not shown) 
did not show significant differences between the 
patterns (PPSs).

Figure 9 shows the synoptic surface charts highly 
correlated with the four PPSs associated with SHRE. 
The synoptic surface charts associated with the pat-
terns PPS1 (Fig. 9a) and PPS2 (Fig. 9b) show a cold 
front over the Atlantic Ocean, favoring mass and 
moisture convergence towards the continent. The 
synoptic surface chart related to the pattern PPS3 

Fig. 9. Surface synoptic charts elaborated by CPTEC/INPE at 1200 UTC associated with SHRE 
in the CRJ. a) January 14, 2016. b) March 12, 2016. c) February 17, 2014. d) February 6, 2015. 
Sea level pressure (hPa) in continuous yellow lines and 1000-500 hPa thickness in red dashed 
lines. Synoptic symbols as in conventional mode.

a) b)

c) d)
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(Fig. 9c) is associated with a wide high-pressure 
system located over the Atlantic Ocean and the 
stationary front close to the coast of RJ state. Such 
surface atmospheric circulation is similar to a block-
ing configuration pattern, with southeasterlies over 
the São Paulo and RJ state’s coast and favoring the 
intensification of heavy rain in the CRJ. The surface 
synoptic chart associated with PPS4 (Fig. 9d) shows 
the presence of the subtropical cyclone “Bapo” 
located in the Atlantic Ocean, approximately to the 
southeast of Santa Catarina state. This low-pressure 
system can persist for several days maintaining the 
convergence of a warm and moist air mass from 
the Amazon region to the Southeast region of Brazil 
and, consequently contributing to the intensification 
of the rain in the CRJ.

4. Conclusions
A synoptic climatology of SACZ episodes associ-
ated with HRE in the CRJ during the period Octo-
ber-April/2006-2016 was developed in this study to 
identify the main synoptic characteristics and the 
modes of variation of the surface atmospheric circula-
tion related to this extreme meteorological situation.

Over the 10 rainy seasons analyzed, 95 SACZ epi- 
sodes were identified over Brazil, 77 (81%) of which 
reached the CRJ (SCRJ). Considering the SCRJ 
episodes with at least one day of HRE in the CRJ 
(SHRE), 37 cases were identified from the 77 cases 
of SCRJ. This means that almost half (48%) of the 
SCRJ events caused HRE in the city.

A total of 43.1% of SHRE reached the heavy 
rainfall threshold on the first day and in 68.6% of 
the cases the rain reached this threshold on the first 
two days. This result indicates that the heavy rainfall 
in the CRJ caused by SACZ episodes occurs mainly 
during the beginning of the episode.

December, January, and March were the months 
with the highest frequency of episodes of SACZ, 
SCRJ, and SHRE and most of these episodes last 
between 3 and 6 days.

The mean synoptic pattern associated with SHRE 
shows the advance of a typical cold front from Ar-
gentina that is connected with a mid-tropospheric 
trough at lower latitudes and both of them contribute 
to the intensification of moist air mass convergence 
in the CRJ. Two days before the SHRE (D–2),the 

Chaco Low is observed over Paraguay and a weak 
mid-tropospheric trough is located on the lee side of 
the Andes Cordillera, over northern Argentina.

On D0, the 500 hPa cyclonic disturbance is located 
over São Paulo state and favors the formation of a 
wide area of low pressure over the Atlantic Ocean, to 
the south of RJ. The anomaly fields clearly show the 
propagation of a typical baroclinic system, with 
the 500 hPa wave positioned to the west of the sur-
face wave. The negative anomalies at both levels 
are more intense over the South Atlantic Ocean and 
significantly decrease their intensities as they extend 
towards the RJ, including the CRJ.

The atmospheric circulation at 850 hPa shows the 
typical configuration observed during rainy season 
in Brazil, with a predominant northerly flow. On 
D–2, the RJ shows a northerly flow from the Atlantic 
Ocean through the influence of the SASA, and on 
following days the flow rotates to the northwest from 
the Amazon region. Simultaneously, there is a frontal 
trough associated with the displacement of the cold 
front identified at the surface.

The 850 hPa anomaly fields show negative anom-
alies over a wide area in the South Atlantic Ocean 
with a pronounced anomalous trough that favors the 
establishment of a continental flow in a northwestern 
direction over much of the Southeast region of Brazil. 
This type of anomaly pattern at 850 hPa level induces 
the intensification of moisture transport from the Am-
azon region over the CRJ. This behavior is confirmed 
by the specific humidity anomalies at 850-hPa, where 
an increase of approximately 2gkg–1 is observed over 
part of the Southeast region of Brazil during D0. On 
this day, a “dipole” or seesaw pattern configuration 
is established, determined by positive anomalies in 
southeastern Brazil and negative anomalies in the 
South region of Brazil.

The atmospheric circulation at upper level (200 hPa) 
shows, between D–1 and D0, the presence of cyclonic 
anomalies in southern Brazil, Uruguay, and the adja-
cent Atlantic Ocean and anticyclonic anomalies over 
part of southeastern Brazil. The cyclonic anomalies 
are associated with the frontal trough, and the trough 
of the lower latitudes and the anticyclonic anomalies 
indicates strong divergence at high levels contribut-
ing to the precipitation intensification in the CRJ.

The synoptic classification at the surface associat-
ed with SHRE, allowed the identification of four main 
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synoptic patterns that represented approximately 70% 
of the total variance. Two of the patterns (PPS1 and 
PPS2) are related to the displacement of a cold front 
that arrives on the coast of RJ on D0. PPS1 does not 
directly reach the continent and is associated with a 
shorter and more oceanic baroclinic system compared 
to PPS2, and they accounted for 21.4% and 20.0% 
of the total variance, respectively.

Pattern PPS3 represented 19.0% of the total vari-
ance and is associated with an intense post-frontal an-
ticyclone that remains practically stationary over the 
Atlantic Ocean, acquiring blocking characteristics. 
The constant flow from the southeast determined by 
this synoptic pattern favors increased moisture con-
vergence and, consequently, the precipitation intensi-
fication in the CRJ. Pattern PPS4 explained 9.4% of 
the total variance and it is related to the presence 
of a cyclone over the Atlantic Ocean to the south of 
RJ, which reveals a weak baroclinic structure. The 
cold front associated with this cyclone usually affects 
the coasts of the São Paulo and RJ states. Frequently 
this type of cyclone is not frontal and has subtropical 
characteristics, remaining stationary for several days 
and favouring rainfall intensification in the CRJ.

Finally, note that the results of this study are use-
ful for weather forecasters who work in operational 
meteorological centers and need to forecast the heavy 
rainfall that occurs in the CRJ during the the Brazilian 
rainy season.
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RESUMEN

Los mecanismos físicos involucrados en el desarrollo y pronóstico de nubes y precipitación son bastante 
complejos y dependen del ambiente atmosférico local, especialmente cuando condiciones severas son inmi-
nentes. Investigaciones destinadas a comprender los mecanismos favorables para los diferentes escenarios 
atmosféricos pueden ayudar a los meteorólogos operativos a emitir alertas. Este trabajo proporciona con-
tribuciones cualitativas y cuantitativas a partir de datos de radiosondas y radar y simulaciones numéricas 
para evaluar la formación de nubes convectivas, estratiformes y no precipitantes sobre el área metropolitana 
de Río de Janeiro, Brasil. La energía potencial disponible para convección (CAPE) y el índice Liftex (LI) 
mostraron valores más altos en los días convectivos (CAPE = 2600 J Kg–1 y LI = –4 ºC), seguidos de los 
días sin precipitación (CAPE = 1500 J Kg–1 y LI = –2 ºC) y días nublados estratiformes (CAPE = 1400 
J Kg–1 y LI = –1.5 ºC). Se observó una alta convergencia del viento a niveles bajos (1000–850 hPa) y 
medios (850–700 hPa) en días convectivos (–16.5 s –1 y –9.6 s–1, respectivamente). En contraste, se observó 
divergencia del viento a los mismos niveles en días estratiformes (6.4 s–1 y 6.9 s–1) y sin precipitación (9.7 s–1

y 7.3 s–1). Se observó una mayor divergencia del viento (8.3 s–1) en los días convectivos en los niveles su-
periores (300–200 hPa) en comparación con los días estratiformes (3.2 s–1) y sin precipitación (2.8 s–1). Los 
resultados muestran un acoplamiento de la convergencia del viento, la humedad y la energía en la troposfera 
inferior y la divergencia en los niveles superiores en los días convectivos. A pesar de la disponibilidad de 
humedad en los días estratiformes y de energía termodinámica en los días sin precipitación, no se observó 
el acoplamiento respectivo entre estas condiciones y los forzantes dinámicos.

ABSTRACT

Physical mechanisms involved in the development and forecast of clouds and precipitation are both quite 
complex and dependent on the local atmospheric environment, especially when severe weather conditions 
are imminent. Research aimed at understanding the environmental mechanisms favorable to the differ-
ent atmospheric scenarios can help operational weather forecasters to issue warnings. This paper provides 
qualitative and quantitative contributions from radiosondes, radar, and numerical simulations to evaluate 
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1. Introduction
Clouds play an important role in the climate, since 
they significantly affect hydrological, geochemical 
and energy cycles. Clouds generally present large 
variability in time and space and their development is 
related to moisture and dynamic and thermodynamic 
atmospheric processes (Collier, 2006; Meerkotter and 
Bugliaro, 2009). The atmospheric dynamic motions 
required to lift air and trigger cloud development are 
found at various scales, such as tropical cyclones, 
midlatitude fronts and cyclones, mesoscale systems, 
breezes and local surface wind convergence (Collier, 
2006). Complementarily, the physical mechanisms 
related to cloud development are quite complex and 
also depend on the local thermodynamic environ-
ment (Silva et al., 2017; Silva et al., 2019). Clouds 
have different characteristics based on their shape 
and height in the atmosphere. From those, two main 
cloud types, namely convective and stratiform, can be 
further categorized and evaluated (Penide et al., 2013; 
Powell et al., 2015).

Convective clouds present a deeper vertical 
structure, strong updrafts and downdrafts and heavy 
rains (Hong et al., 1999). In contrast, stratiform 
clouds are characterized for being shallow and pre-
senting greater horizontal homogeneity, possibly 
extending for hundreds of kilometers. Stratiform 
clouds present weak vertical air motion and generate 
light rains (Hong et al., 1999; Deng et al., 2014). 
Different microphysical cloud processes are related 
to drop size growth. Cloud droplets in a convective 
structure grow chiefly by riming or accretion, which 
subsequently develops into large and dense hydro-
meteors. In stratiform clouds, vapor deposition and 
aggregation mechanisms dominate; consequently, ice 

hydrometeors tend to be smaller and less dense, and, 
once melted, tend to favor the formation of smaller 
raindrops (Penide et al., 2013). 

The thermodynamic and dynamic atmospheric en-
vironments related to convective and stratiform cloud 
vertical structures are also characterized through dis-
tinct patterns. Convective clouds are characterized by 
the presence of low-level convergence transitioning 
to divergence at upper atmospheric levels (Mapes and  
Houze, 1993), which transfers energy (sensible  
and latent heat) along the entire troposphere. Strati-
form clouds are characterized by lower-level diver-
gence, convergence in the middle of the troposphere 
and divergence at atmospheric upper levels. This 
pattern of vertical divergence in stratiform clouds 
indicates the occurrence of cooling in the lower tropo-
sphere and heating throughout the atmospheric levels 
above it (Homeyer et al., 2014). In general, upward 
vertical motion throughout the troposphere is associ-
ated with convective clouds, while downward motion 
at lower atmospheric levels capped with an opposite 
(upward) motion above characterize stratiform clouds 
(Mapes, 1993, 2000). Due to the great variability in 
convective and stratiform cloud development, we 
must also understand the evolution of atmospheric 
characteristics between these cloud types, especially 
at the local scale (Yang and Smith, 1999). 

Many authors have explored the dynamic and 
thermodynamic variables related to convective clouds, 
such as Silva et al. (2016) and Silva et al. (2017). 
However, few publications address these variables 
in order to characterize the atmospheric environment 
of stratiform clouds (Alfieri et al., 2007; Silva et al., 
2019). Findell and Eltahir (2003) used sounding data 
to separate convective from stratiform events based 

the formation of convective, stratiform, and nonprecipitating clouds over the metropolitan area of Rio de 
Janeiro, Brazil. The convective available potential energy (CAPE) and lifted index (LI), showed higher 
values on convective days (CAPE = 2600 J.Kg–1 and LI = –4 ºC), followed by nonprecipitating (CAPE = 
1500 J.Kg–1 and LI = –2 ºC) and stratiform cloud days (CAPE = 1400 J.Kg–1 and LI = –1.5 ºC). High wind con-
vergence was observed at low- (1000–850 hPa) and mid- (850–700 hPa) levels on convective days (–16.5 s–1 and  
–9.6 s–1, respectively). In contrast, wind divergence at the same levels was observed on stratiform (6.4 s–1 and 
6.9 s–1) and nonprecipitating (9.7 s–1 and 7.3 s–1) days. Higher wind divergence (8.3 s–1) was observed on con-
vective days at upper levels (300–200 hPa) compared with stratiform (3.2 s–1) and nonprecipitating (2.8 s–1) 
days. Results show a coupling of wind convergence, moisture and energy in the lower troposphere and divergence 
at upper levels on convective days. Despite moisture availability on stratiform days and thermodynamic energy on 
nonprecipitating days, the respective coupling between these conditions and dynamic triggers was not observed.

Keywords: Clouds, Rainfall, Reflectivity, Radiosonde.
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on thermodynamic indices. They find that the main 
thermodynamic distinction mechanism between these 
types of clouds is the existence of significant potential 
energy to drive air parcels up more than five kilometers 
above midlatitude continental regimes. 

In light of the above, this study endeavored to 
intercompare the performances of thermodynamic 
parameters and investigate the dynamic triggering 
conditions over different atmospheric scenarios, clas-
sified as convective, stratiform, and nonprecipitating 
events, in the metropolitan area of Rio de Janeiro on 
selected days between November to March 2018. 
Before further discussion, it is important to point out 
that the results could have some implicit bias due to 
the short study period adopted. As such, the main 
goal of these analyses is not to establish thresholds, 
but rather to evaluate qualitative and quantitative 
differences regarding the cloud types categorized. 
Finally, this work attempted to support surveys that 
could be used by operational forecasters and also 
didactical local trainings.

2. Methodology and Dataset
2.1 Site description 
Atmospheric phenomena over the metropolitan area 
of Rio de Janeiro (Figure 1) are mainly related to the 
presence of the South Atlantic Convergence Zone 
(SACZ) (Ferreira et al., 2004; Seluchi and Chou, 
2009), frontal systems (Seluchi and Chou, 2009; 
Dereczynski et al., 2009) or isolated convective 
systems (Britto et al., 2016). Figure 1S shows land 
use (top) and digital elevation model (bottom) of 
the metropolitan area of Rio de Janeiro (MARJ). 
Especially during the warm season, the proximity 
of Atlantic Ocean and different types of land use 
creates low-level atmospheric instability as a con-
sequence of solar heating and evapotranspiration. 
The mountainous area of MARJ acts as a dynamic 
trigger for cloud development, which may lead to 
the occurrence of high rainfall accumulations, and 
local natural hazards such as floods and landslides 
(Roe et al., 2003; Barros et al., 2004; Boers et al., 
2015; Oakley et al., 2017, Silva et al., 2016; Derec-
zynski et al., 2017).

To explore the local vertical profiles over differ-
ent atmospheric scenarios in Rio de Janeiro a set of 
radiosondes RS92-SGP (http://www.vaisala.com) 

was used as a part of infrastructure provided by the 
Water Resources and Environmental Studies Labo-
ratory (LABH2O/COPPE) of the Federal University 
of Rio de Janeiro (UFRJ). The atmospheric profiling 
data were collected outside of standard hours at 00:00 
UTC and 12:00 UTC, between 11-November-2016 
and 03-March-2018, corresponding to the warm and 
rainy season over the region (Dereczynski et al., 
2009; Silva et al., 2017).

The methodology followed Silva et al. (2017), 
with additional radiosondes launched from the 
experimental site whenever a rainfall forecast was 
issued for the metropolitan area of Rio de Janeiro, 
for a total of thirty days and seventy radiosondes. 
Figure 2S shows the location of the site at the UFRJ 
campus. Radiosonde calibration followed the user’s 
guide manual available at the Vaisala website. Ad-
dition information on the accuracy of the measured 
parameters by Vaisala radiosonde sensors can be 
found in publications of the World Meteorological 
Organization (https://www.wmo.int/pages/prog/
www/IMOP/publications/). 

2.2 Cloud classification criteria
Radar reflectivity was used to diagnose and classify 
cloud types (Hagen et al., 2000; Punkka and Bister, 
2005; Goudenhoofdt and Delobbe, 2013; Yang et 
al., 2013). Convective clouds are characterized 
by reflectivity echoes greater than 40 dBZ, while 

Fig. 1. Experimental site (red point) used in the study.
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stratiform clouds present reflectivity between 20 dBZ 
and 40 dBZ and so-called nonprecipitating clouds 
present values lower than 20 dBZ (Hagen et al., 2000; 
Goudenhoofdt and Delobbe, 2013; Yang et al., 2013). 
According to these criteria, reflectivity data from the 
Sumaré weather radar (provided by the Alerta Rio 
system, http://alertario.rio.rj.gov.br/) was used to 
classify the days of the experiments. Table I shows 
the selected days according to the radar reflectivity 
criteria of clouds classification.

We selected three days for initial discussion 
during which these cloud types were observed 
over the study region: 02/22/2018, characterized 
by convective clouds (Figure 3S); 03/08/2018, 
characterized by stratiform clouds (Figure 4S); 
and 03/15/2018, characterized by nonprecipitating 
clouds. These days were also selected since they 
had the same number of radiosondes launched at the 
same hours, i.e., 15 UTC (12 Local Time (LT)), 17 
UTC (14 LT), 19 UTC (16 LT) and 21 UTC (18 LT). 
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Fig. 2. SkewT/LogP diagram at: (a) 15 UTC, (b) 17 UTC, (c) 19 UTC and (d) 21 UTC on February 
22, 2018.
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Subsequently, the results considering all the selected 
days presented in Table I are also discussed.

2.3 Thermodynamic parameters and numerical mo-
deling 
Thermodynamic variables are utilized to evaluate 
atmospheric thermal parameters (temperature and 
moisture), especially as those relate to the convective 
cloud environment (Teixeira and Satyamurty, 2007; 
Busuioc et al., 2015). Dynamic variables characterize 
atmospheric motions (both wind speed and direction) 
and are generally dependent on large-scale and local 
circulation patterns (Rudolph and Friedrich, 2014). 
Simultaneous presence of these thermodynamic and 
dynamic parameters on a given time of day, cloud 
formation is expected to take place within the expect-
ed horizon (Wetzel and Martin, 2000; Nascimento, 
2005; Silva et al., 2017).

Given the days selected according to the criteria 
of clouds classification, this work sought to analyze 
and compare the behavior of thermodynamic and 
dynamic variables for days categorized as having 
convective, stratiform and nonprecipitating clouds. 
Table II presents the thermodynamic and dynam-
ic parameters chosen for this study: convective 

available potential energy (CAPE), convective inhibi-
tion (CIN), lifted index (LI), K index (K), Total Totals 
(TT) index, environmental lapse-rate (LR), velocity 
convergence (CONV), velocity divergence (DIV), 
wind shear (WS) and vertical movement (MV). 
Variables related to the state of the atmosphere were 
also chosen. Those include surface air temperature 
(TEMP), surface dewpoint temperature (DEWT), 
surface air depression (DEP) and precipitable water 
(PW).

In the formulas of the variables presented in Table II, 
T and Td represent air and dewpoint temperatures 
(measured in degrees centigrade (ºC)), respectively, 
while the subscripts refer to surface (SFC) or isobaric 
levels (hPa). Tp expresses the temperature of a lifted 
parcel (using the parcel method) at 500 hPa; Tvp and 
Tv (also in ºC) characterize the virtual temperature 
of a lifted parcel and the surrounding environment 
temperature, respectively. LFC represents the level 
of free convection (i.e. lifted parcel is warmer than 
surrounding environment), while LNB represents the 
neutral buoyancy level. The physical interpretations 
of the variables in Table II are briefly described 
below. 

Surface air depression represents the difference 
between air temperature (TSFC) and dewpoint tem-
perature (TdSFC), an indicator of moisture availability 
in the atmosphere. Convective available potential 
energy (CAPE) represents the energy of an air parcel 
calculated as the difference between parcel virtual 
temperature (Tvp (z)) and environment virtual tem-
perature (Tv(z)) from LFC until LNB (Blanchard, 
1988). Conversely, convective inhibition (CIN) is 
related to the energy (work) required to lift the air 
parcel from surface (SFC) to the LFC. Graphically, 
CAPE represents a “positive area” and CIN a “neg-
ative area” in the Skew T log P diagrams. The lifted 
index (LI), measured by the difference between the 
T of a lifted parcel (Tv500) and the surrounding air 
(Tv500) at 500 hPa (Galway, 1956), graphically ex-
presses the “width” measurement of CAPE. 

The lapse-rate (LR) represents temperature vari-
ation for an atmospheric layer. Typically, the layer 
between 700 hPa and 500 hPa is also a measurement 
of CAPE “width” (Nascimento, 2005), which we will 
adopt in this study. The K index represents the sum of 
air and dew point temperatures measured at 850 hPa 
subtracted from air depression at 700 hPa and air 

Table I. Radiosonde experiments and cloud type 
classification

Days with Radiosonde
launches

Cloud type classification

11/17/2016, 12/12/2016, 
01/02/2017, 01/03/2017, 
01/06/2017, 01/12/2017, 
01/19/2017, 03/06/2017, 
03/13/2017, 03/24/2017, 
01/03/2018, 01/11/2018, 
01/12/2018, 01/22/2018, 
01/25/2018, 02/22/2018, 
03/01/2018, 03/02/2018, 
03/03/2018

Convective

11/18/2016, 01/13/2018, 
01/15/2018, 03/08/2018 Stratiform

11/29/2016, 02/13/2017, 
01/16/2018, 01/17/2018, 
01/23/2018, 03/15/2018, 
03/16/2018

Nonprecipitating
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temperature at 500 hPa (George, 1960). The Total 
Totals index (TT) is quite similar to the K index, with 
the main difference being that air depression at 700 
hPa is not considered in the calculation of TT (Miller, 
1972). If the atmosphere is vertically warm and wet, 
K and TT present similar behavior. In contrast, in case 
a dry layer is present at 700 hPa, TT is not affected 
and can better represent atmospheric instability (Silva 
Dias, 1987; Henry, 1999; Nascimento, 2005). Precipi-
table water (PW) represents the available rain water if  

all water vapor integrated over an atmospheric col-
umn (this study integrated from surface to 100 hPa) 
precipitated (Silva et al.,2018). 

To analyze the behavior of thermodynamic param-
eters during the classified days (Table I), upper air 
sounding data was plotted in SkewT/LogP diagrams 
using the SkewT 1.1.0 Python software package 
(https://pypi.python.org/pypi/SkewT) and the MetPy 
Python package (https://pypi.org/project/met/) was 
used to calculate the thermodynamic parameters.
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Fig. 3. SkewT/LogP diagram at: (a) 15 UTC, (b) 17 UTC, (c) 19 UTC and (d) 21 UTC on March 
8, 2018.
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The dynamic parameters were calculated using 
Weather Research and Forecasting (WRF) model 
(Skamarock et al., 2008) version 3.8. The model was 
configured with two nested domains, with horizontal 
spatial domain resolutions for coarse grid (d01) and 
fine grid (d02) of 27 km and 9 km, respectively, 27 
vertical levels with the highest level at 50 hPa, and 
4 vertical levels of soil. The green squares in the 
Figure 1 show the horizontal domains used. The 
physical parameterizations selected were: the WRF 

single-moment 3-class microphysics scheme (Hong 
et al., 2004), the Kain-Fritsch cumulus parameter-
ization scheme (Kain 2004), the Rapid Radiative 
Transfer Model for longwave radiation (Mlawer et 
al., 1997), the Dudhia shortwave radiation scheme 
(Dudhia, 1989), the Unified Noah land surface model 
(Tewari et al., 2004), the Revised MM5 Monin-Obu-
kov (Jiménez et al., 2012) for surface layer, and 
the Yon-Sei University Planetary Boundary Layer 
parameterization scheme (Hong et al., 2006). Initial 
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Fig. 4. SkewT/LogP diagram at: (a) 15 UTC, (b) 17 UTC, (c) 19 UTC and (d) 21 UTC on March 
15, 2018.
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and lateral boundary conditions were obtained from 
the Global Forecast System (GFS, http://www.emc.
ncep.noaa.gov/GFS/doc.php) at six-hour intervals 
and horizontal resolution of 0.50º x 0.50º and pro-
vided to the WRF model.

Horizontal negative velocity convergence (CONV) 
and divergence (DIV) are essential dynamic and 
trigger mechanisms to promote air motions through-
out the atmosphere (Doswell, 1987; Tajbakhsh et 
al., 2012; Silva et al., 2019). Given these distinct 
mechanisms related to convective and stratiform 
clouds (Homeyer et al., 2014), this study consid-
ered the atmospheric levels between 1000 hPa  
and 850 hPa to characterize convergence (CLL) 
and divergence (DLL) in the lower troposphere, the 
layer between 700 hPa and 500 hPa to characterize 
CONV (CML) and DIV (DML) in the middle of the 

atmosphere, and the atmospheric level from 300 hPa 
to 200 hPa to characterize upper CONV (CUL) and 
DIV (DUL). Wind shear (WS) was calculated as 
the difference between wind speed and direction in 
two atmospheric levels (at 10 meters and 500 hPa). 
Vertical motion (MV) at 500 hPa is also a dynamic 
trigger for cloud development, where positive values 
characterize upward motion (Houze,1993; Banacos 
and Schultz, 2005; Chen et al., 2006; Baba, 2016). 

3. Results and Discussion
3.1 Case studies
Analysis of upper air sounding data and the SkewT/
LogP diagrams made it possible to verify the atmo-
spheric vertical profile through measurements of air 
temperature (red line) and dew point temperature 

Table II. Thermodynamic and dynamic parameters

Variable Formula

Air depression DEP = TSFC TdSFC

Convective potential available energy
( ) ( )

( )
 

  
 

LNB vp v

LFC
v

T z T z
CAPE g dz

T z
−

= ∫

Convective inhibition
( ) ( )

( )
 

  
 

LFC vp v

SFC
v

T z T z
CIN g dz

T z
−

= ∫
Lifted index 500500  pLI T T= −

Lapse-rate
TLR
Z

∂= −
∂

K index ( ) ( )850 850 700 700 500  K T Td T Td T= + − − −

TT index ( )850 850 500 2*TT T Td T= + −

Precipitable water
1001  
SFC

PW wdp
gρ

= ∫

Velocity convergence 0u vCONV
x y

= + <

Velocity divergence 0u vDIV
x y

= + >

Wind shear
500 10

500 10

 
hPa m

hPa m

V V
WS

Z Z
=

Vertical motion
ZMV
t

∂=
∂
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(blue line) for 15 UTC (12 LT), 17 UTC (14 LT), 19 
UTC (16 LT), 21 UTC (18 LT) on February 22 (Fig-
ure 1), March 8 (Figure 2) and March 15 (Figure 3), 
 2018. The circles filled in red and gray represents the 
LFC and LNB, respectively. For all days, small rates 
(~5.7 ºC km–1) of air temperature decrease throughout 
the troposphere are observed. This vertical profile is 
related to coastal regions, in this case to the proximity 
of the study region to the Atlantic Ocean, which tends 
to exhibit lower vertical air temperature profile rates 
compared to interior continental regions (Holton et 
al., 2002).

On February 22 late morning (Figure 2a), a 
near-saturated (moisture availability) unstable-tem-
perature atmospheric layer is observed from surface 
to 600 hPa; a dry layer is observed from 600 hPa 
to the upper atmospheric levels. In early afternoon 
(Figure 2b) and mid-afternoon (Figure 2c), a progres-
sive increase of moisture is observed from surface 
to upper levels. Large potential energy (gray shaded 
area on SkewT/logP diagram) is observed in all 
soundings on this day, driving an air parcel ascend-
ing vertically from the LFC to the LNB (Figure 2) 
with CAPE values reaching above 3000 J.kg–1 
(Houze, 1993; Schultz et al., 2000). This potential 
energy was mainly related to the presence of the 
South American Convergence Zone (SACZ), which 
configures the northwest flow and brings warmer 
and moister air from the Amazon region towards the 
metropolitan area of Rio de Janeiro (Ferreira et al., 
2004; Quadro et al., 2012), where lower atmospheric 
levels show local instability from solar heating and 
evapotranspiration near the surface during warm 
season (Doswell, 2001). Figures 5S and 6S show 
the corresponding satellite image and surface charts 
provided by the Center for Weather Forecasting and 
Climate Studies (http://satelite.cptec.inpe.br/home/
index.jsp), indicating the SACZ configuration over 
South America. In addition, the SACZ also provides 
a dynamic environment favorable for upward air 
motion, reinforcing the deep convection observed 
in Figure 3S (Mota and Nobre, 2006; Tavares and 
Mota, 2012; Gille and Mota, 2014). 
A similar vertical profile of moisture is observed on 
March 03, 2018 compared to February 22. However, 
for all sub-daily soundings launched on March 03, a 
more saturated atmospheric layer is observed from 
surface to 550 hPa (Figure 3). We observed no sig-

nificant potential energy (gray shaded area) during 
this day. Such condition indicates the importance of a 
dynamic mechanism in the development of stratiform 
clouds (Figure 4S) within a moisture content local 
cloud scale environment in the absence of significant 
CAPE (Doswell, 2001; Itterly et al., 2018).

On March 15, the SkewT/logP diagrams (Figure 4) 
show CAPE and an unstable temperature profile, 
which corroborates the warm season daily cycle of 
solar heating warming the troposphere by conduction 
of atmospheric layer closest to the surface and sub-
sequent convection (Seidel et al., 2005). However, 
in contrast to February 22 and March 03, significan 
CIN (beige area in the SkewT/Log P diagrams) is 
observed, requiring the need for dynamic forcing in 
order to develop clouds (Doswell, 2001). 

CAPE, CIN, Lapse-Rate (LR), and LI, K and TT 
indices were calculated from the upper air sounding 
data to evaluate and intercompare sub-daily (15 UTC, 
17 UTC, 19 UTC and 21 UTC) thermodynamic varia-
tions related to the three cloud types categorized, i.e., 
convective on February 22 (Figure 3S), stratiform on 
March 8 (Figure 4S) and nonprecipitating on March 
15, 2018. The results are shown in Figure 5, where the 
convective day is represented by “Conv”, stratiform 
day is represented by “Strat” and nonprecipitating 
day is represented by “NoRain”.

Significant CAPE (above 2500 J.kg–1) values are 
observed for the convective day (Figure 4a), while 
non-significant CAPE values are observed for the 
stratiform day (Figure 4b), as seen in the Skew T 
Log P diagrams (Figure 3). Despite the intermediary 
CAPE values on March 15, it is possible to observe 
the presence of CIN (Figure 5b) with values between 
–100 J.kg–1 and -300 J.kg–1, which were not observed 
on February 22 (Figure 5b) and March 8 (Figure 5b). 
The LI index (Figure 5c) also shows its largest values 
(below -5 ºC) only on the convective day, character-
ized by the larger broad area observed in the SkewT/
logP diagrams (Figure 2), corroborating the presence 
of atmospheric thermodynamic potential energy driv-
ing development of the convective clouds observed 
on this day (Nascimento, 2005; DeRubertis, 2006).  In 
the opposite direction of CAPE behavior, LR sub-dai-
ly variations (Figure 5d) present significant values 
(above 6.5 ºC km–1) only during the nonprecipitating 
day (Figure 5d). This suggests that smaller moisture 
availability in the atmospheric lower levels could be 
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producing warm air lifting following the adiabatic 
curve in the SkewT/logP diagrams (Figure 4) and, 
consequently, higher levels of air saturation (higher 
CIN). K (Figure 5e) and TT (Figure 5f) presented 
values above 30 ºC, as well as 40 ºC, for the three 
days analyzed, which indicate high storm potential 
with likely intense rainfall (Nascimento, 2005). This 
behavior was observed because these two indices 
are not able to represent atmospheric instability if 
it occurs below the 850 hPa threshold, suggesting 
that the main thermodynamic characteristics over 
the analyzed region are observed in the atmospheric 
layer closest to the surface (DeRubertis, 2006; Silva 
et al., 2017). 

Figures 6 and 7 present WRF simulations for: 
on the left column, air temperature at 2 m and wind 
circulation at 850 hPa (T2M+WD); on the middle 
column, wind convergence (negative shaded area) 
and divergence (positive shaded area) at 1000 hPa 
and wind convergence (negative lines) and diver-
gence (positive lines) at 850 hPa (CV+DV); and on 
the right column, wind shear between 500 hPa and 
10 meters and wind convergence (negative lines) 
and divergence (positive lines) at 250 hPa (WSH + 
DVM) for 15 UTC (Figure 6) and 17 UTC (Figure 7) 

on February 22 (top row), March 8 (middle row) and 
March 15 (bottom row), respectively.

On February 22, wind circulation at 850 hPa 
shows a northwest flow advecting moist and warm 
air from the Amazon region towards the metropolitan 
area of Rio de Janeiro (Figure 6a) and the adjacent 
Atlantic Ocean (Figure 7a) at 15 UTC and 17 UTC. 
Such atmospheric pattern is related to the configura-
tion of SACZ (Teixeira and Satyamurty, 2007). It is 
possible to observe a coupling between convergence 
(negative lines over negative areas) in the lower at-
mospheric levels (Figure 6b and 7b) and divergence 
at the upper levels (Figures 6c and 7c). This behavior 
shows an atmospheric vertical structure promoting 
a dynamic mechanism to lift air parcels and develop 
convective clouds (Doswell, 1987; Tajbakhsh et al., 
2012). Weak wind shear is also observed, which can 
create an atmospheric environment to develop heavy 
rainfall (Silva et al., 2017). 

A different pattern is observed on March 8 at 15 
UTC (Figure 6, middle row) and 17 UTC (Figure 7, 
middle row), with 850 hPa wind circulations indi-
cating a southeast flow advecting moist air from the 
Atlantic Ocean (Figure 6d). This atmospheric circu-
lation was related to a high-pressure system which 
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brought cold air from higher latitudes towards the 
metropolitan area of Rio de Janeiro (Bonnet et al., 
2018). Wind convergence at 1000 hPa (Figure 6e) 
was aligned under a wind divergence at 850 hPa 

(Figure 6e); suggesting upward vertical motion con-
fined within this layer. At upper levels, wind conver-
gence (Figure 6f and 7f) can also be observed. These 
occurrences of simultaneous wind convergence and 
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divergence throughout lower and upper levels char-
acterize the physical structure of stratiform clouds, 
i.e. a shallow and layered configuration, consistent 
with the results found by Collier (2006). 

On March 15, the pattern of convergence and 
divergence at lower (Figures 6h and 7h) and upper 
layers (Figures 6i and 7i) is similar to March 8. The 
main difference was observed for wind circulation at 
850 hPa, which showed a northeast component over 

Rio de Janeiro city. As a consequence, this scenario 
promoted a decrease of moisture and thermodynamic 
availability favoring cloud formation but without 
the potential for droplet growth and precipitation 
(Moraes et al., 2005; Moura et al., 2013). 

The simultaneous presence of atmospheric in-
stability and moisture is an important condition for 
convective clouds, observed by the high values of 
CAPE, LI, K and TT convective days (Figure 5). 
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Vertical dynamic coupling is seen by means of the 
wind convergence at low level and divergence at 
upper levels. Over the metropolitan area of Rio de 
Janeiro, stratiform days are observed mainly after the 
passage of cold fronts and the presence of the mi-
gratory high pressure system with advection of cold 
air and moisture at low levels (Bonnet et al., 2018). 
This local pattern corroborated the lower LR values 
(Figure 5d) and the divergence behavior analyzed 
(Figures 6 and 7). On days with non-precipitating 
clouds, despite the presence of thermodynamic 
instability, higher CIN values (Figure 5b) and wind 
divergence at low levels were observed, suggesting 
the absence of dynamic triggers for ascent and clouds 
with precipitation development. These initial results 
indicate that analyses associated with the behavior 
of dynamic and thermodynamic variables under 
different atmospheric scenarios can provide qualita-
tive tools for local predictors and warning systems, 
especially in the face of severe weather events.

3.2 Statistical overview
In order to describe qualitative and quantitative 
analyses related to the atmospheric environment of 
convective, stratiform and nonprecipitating clouds 
during the experiments made by LABH2O between 
11-November-2016 and 03-March-2018, statistical 
analyses were conducted of vertical atmospheric 
profiles, wind, and thermodynamic and dynamic 
parameters. It is important to note that results may 
have some implicit biases due to the short period 
considered. As such, the main goal of these analyses 
is not to establish quantitative thresholds, but rather 
to characterize differences regarding the cloud types 
categorized.

Figures 8-10 illustrate the mean profile for the 
selected days presented in Table I. Qualitatively, 
a greater average CAPE (gray hatched area) can 
be observed on convective cloud days (Figure 8),  
possibly related to the simultaneous presence of 
warming and moisture content at low (1000-850 hPa) 
level.  The mean profile for stratiform (Figure 9) and 
nonprecipitating (Figure 10) cloud days presented 
less CAPE than convective days (Figure 8). The 
stratiform days (Figure 9) presented more moisture 
availability, between 1000-600 hPa. However, there 
is a lower surface mean temperature (~27 ºC) com-
pared to convective days (~31 ºC) suggesting the 
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importance surface warming for convective devel-
opment. Nonprecipitating days (Figure 10) presented 
the highest surface mean temperature (~33 ºC), but 
also the largest CIN area (yellow hatched area) and 
a dry layer between1000-900 hPa. 

Figure 11 shows thermodynamic variables and 
dynamic variable boxplots for convective (red), strat-
iform (orange) and nonprecipitating (yellow) cloud 
days. The thermodynamic parameters (Figure 11a 
to 11l) were calculated using the upper air sounding 
data collected during the experiments. The dynamic 
parameters were calculated using the results of the 
WRF numerical model. Given the spatial diversity 
of wind convergence and wind divergence, a region 
surrounding the campus of Federal University of 
Rio de Janeiro (UFRJ) was used to evaluate the local 
effects of this trigger during the thirty days (Table I). 

The higher temperature (~33 ºC) and lower dew 
point temperature (~21 ºC) (Figure 11a and Figure 11b) 
were observed for the nonprecipitating cloud days. 
The stratiform cloud days presented the lower tem-
perature (27 ºC) and dew point depression (2 ºC) 

(Figure 11a and 11c). The higher dew point tempera-
ture (23.5 ºC) was observed for the convective days 
(Figure 11b), since moisture is an important ingre-
dient for convective cloud development (Doswell, 
2010; Pucik et al., 2015). The combined presence of 
low-level higher moisture (Figures 11b and 11c) and 
diurnal warming (Figure 11a and Figure 11e) resulted 
in the highest CAPE (around 2600 J kg–1) and low 
CIN (~–15 J kg–1) on convective days (Figure 11d). 
Analyzing severe and nonsevere storms, Pucik et 
al. (2015) verified that CAPE values diminish for 
decreasing severe weather intensity, corroborating 
the results between the three categorized clouds. 

LFC was highest (860 hPa, corresponding to 
lower altitude) on stratiform cloud days, followed 
by convective (820 hPa) and nonprecipitating (740 
hPa) days (Figure 11f). The nonprecipitating cloud 
days presented high LFC (740 hPa) and LNB (165 
hPa) values, indicative of the small layer with ther-
modynamic available energy. Convective days were 
also characterized by the most negative LI values 
(-4 ºC) compared to the other days (Figure 11h), 
suggesting that besides the larger vertical extension 
of thermodynamic energy (Figures 11f and 11g), the 
atmosphere also tended to present a “greater width” 
with respect to this distribution of energy along the 
analyzed period (Nascimento, 2005; Tajbakhsh et al., 
2012; Pucik et al., 2015).

The LR (Figure 11i) presented the highest values 
(6 ºC/km) for the nonprecipitating cloud days. As 
previously discussed, this could be a result of the 
higher temperatures values (Figure 11a) and the 
lowest moisture availability (Figure 11c), causing air 
parcels to ascend dry adiabatically and resulting in  
higher cooling rate through the vertical profile (Taj-
bakhsh et al., 2012). Convective and stratiform days, 
however, presented lower LR values (Figures 11b 
and 11c), which could be related to liberation of 
heat latent in the atmosphere due to higher moisture 
availability. On convective cloud days the results 
agree with the evaluation conducted by Taszarek et 
al. (2017) of sounding-derived parameters associat-
ed with convective hazards in Europe, in which the 
authors verified that convective cloud development 
occurred in environments with lower lapse rates, high 
CAPE and high low-level moisture. The K (Figure 11j) 
and TT (Figure 11k) indices presented significant K 
values (above 30 ºC) and TT above 40 ºC (Silva Dias, 
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2000) for the three cloud types, confirming the previ-
ous discussion presented in Figure 6 and the results 
found in DeRubertis (2006) and Silva et al. (2017). 
Higher PW values were observed for the convective 
(53 mm) and stratiform (56 mm) days, also agreeing 

with the results found for other moisture variables 
(Figures 11b and 11c).

Among the dynamic triggers, the CLL layer (Fig-
ure 11m) presented the most expressive convergence 
(negative) values in the convective days (–16.5 s–1). 

Fig. 11. Boxplots of thermodynamic and dynamic variables for the convective (red), 
stratiform (orange) and nonprecipitating cloud days (yellow) between November 2016 
and March 2018.
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This characteristic, associated to the low-level mois-
ture (Figures 11b and 11c) and thermodynamic insta-
bility (Figure 11d), could have created the atmospher-
ic environment on convective days observed (Boer et 
al., 2013). An opposite behavior was observed for the 
DLL (Figure 11n) and DML (Figure 11p) layers with 
the highest (positive) values for the nonprecipitating 
days (9.7 s–1 and 7.3 s–1, respectively). CLL values 
(–11.7 s–1) in the stratiform days also could character-
ize the effects of air friction by changing surface wind 
flow from ocean to continent over the analyzed period 
(Bonnet et al., 2018). However, DLL (Figure 11n) 
and DML (Figure 11p) values (6.4 s–1 and 6.9 s–1, 
respectively) were observed on stratiform days. An 
opposite mechanism for CLL (Figure 11m) and DML 
(Figure 11p) suggested that air confinement between 
these layers was occurring on stratiform days. Con-
sequently, cloud development under this atmospheric 
environment tended to present the shallow and lay-
ered development characteristic of stratiform clouds 
(Collier, 2006).

 At upper levels, higher CUL values (Figure 11q) 
and lower DUL values (Figure 11r) were observed 
on stratiform (-4.5 s–1 and 3.2 s–1, respectively) and 
nonprecipitating (-4.4 s–1 and 2.8 s–1, respectively) 
days, corroborating the dynamic mechanism ob-
served in the middle atmospheric levels for this type 
of clouds (Tajbakhsh et al.,2012). On convective 
days, however, we observed higher (negative) CLL 
and CML values (Figures 11m and 11o) (–16.5 s–1 and 
-9.6 s–1, respectively) under higher (positive) DUL 
values (Figures 11r) (8.3 s–1), which agrees with the 
mass conservation principle and suggests a dynamic 
vertical structure configuration for convective devel-
opment (Clark et al., 2009; Silva et al., 2017). The 
highest wind shear (11.5 s–1) was observed during 
stratiform events (Figure 11s), while the largest verti-
cal motion (0.3 m/s) was observed during convective 
events (Figure 11t). This is consistent with the results 
found by Silva et al. (2017), whereby weak wind 
shear and vertical motion could act as a dynamic 
trigger for convective clouds.

4. Conclusions
This study evaluated the thermodynamic and dy-
namic atmospheric conditions relying on upper air 
sounding data and numerical simulations as they 

relate to the formation of convective, stratiform, 
and nonprecipitating clouds over the metropolitan 
area of Rio de Janeiro (MARJ), Brazil. A radar echo 
reflectivity criterion was used to classify such cloud 
types. Three days (February 22, March 03 and March 
15, 2018) were initially chosen as representative of 
each of the three cloud types to qualitatively analyze 
the dynamic and thermodynamic characteristics as-
sociated with them.

Significant potential energy (CAPE > 2500 Jkg–1) 
was driving air parcels and vertical ascent on convec-
tive cloud day (February 22, 2018). The stratiform 
day (March 03, 2018) presented a similar vertical 
moisture profile, but no significant CAPE was avail-
able, suggesting the importance of dynamic mech-
anisms for stratiform clouds development within a 
moist local scale environment. The nonprecipitating 
day (March 15, 2018) showed potential energy and an 
unstable temperature profile. That being said, in con-
trast to convective and stratiform days, there is a need 
for external work for air parcel ascent on this day giv-
en CIN values between –100 J kg–1 and –300 J kg–1, 
requiring dynamic forcing to develop clouds. 

The statistical overall evaluation and metrics 
calculated considered all the experimental days be-
tween November 2016 and March 2018. The results 
showed that the mean values of higher moisture 
(Td ~23.5 ºC) combined with the diurnal warming 
(31 ºC) would have resulted in the highest CAPE 
(~ 2600 J.kg–1) and lowest CIN (around –15 J.kg–1) 
observed on convective days. Nonprecipitating cloud 
days showed the highest temperature (~33 ºC) and 
lower moisture (Td ~ 21 ºC). Stratiform days present-
ed the lowest temperature (27 ºC) and intermediate 
moisture (Td ~23 ºC). 

Furthermore, convective days also presented the 
greatest negative LI values (–4 ºC), suggesting that 
besides the larger vertical extension of thermody-
namic energy, the atmosphere also tended to present 
a “greater width” of the referred energy distribution 
in the atmosphere. The lapse rate was highest values 
(6 ºC/km) on nonprecipitating cloud days, a result 
of the higher temperature and the lower moisture 
availability, causing air parcels to ascend dry adia-
batically and presenting a higher cooling rate through 
the vertical profile. K and TT presented significant 
values (> 30 ºC and 40 ºC) for the three cloud types, 
possibly as a result that these two indices are not 
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able to represent atmospheric instability if it occurs 
below the 850 hPa level. Convective and stratiform 
days presented higher PW values (53 and 56 mm) 
suggesting the relevance of moisture availability for 
cloud development.

Regarding the dynamic triggers, convective days 
presented the most relevant low-level convergence 
and upper-level divergence (–16.5 s–1 and 8.3 s–1, re-
spectively), which associated with low-level moisture 
and thermodynamic instability could have created 
the atmospheric environment for this cloud type. 
Indeed, such pattern agrees with mass conservation 
and characterizes the dynamic vertical structure and 
increased potential for convective development. 

Stratiform days showed a different dynamic 
mechanism, with low-level convergence occurring 
under a mid-level divergence layer. In this case, 
such profile suggests vertical air confinement be-
tween those layers and horizontal spread creating 
an atmospheric environment favorable for shallow 
and layered clouds. Nonprecipitating days presented 
a similar behavior, but with a small moisture and 
thermodynamic availability. In general, results show 
a coupling of wind convergence, moisture and energy 
in the lower atmospheric levels and divergence in the 
upper atmospheric levels on convective days. Despite 
the moisture availability observed on stratiform days 
and the thermodynamic energy on nonprecipitating 
days, the respective coupling between these condi-
tions and dynamic triggers was not observed.
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Fig. 1S. Soil land use (top) e digital elevation (bottom) in the metropolitan area of Rio de Janeiro
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Fig. 2S. Site from which the radiosondes were launched, i. e., from the Federal University of Rio de Janeiro (“UFRJ”).
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Fig. 3S. Sumaré weather radar images at (a) 13:30 UTC, (b) 14:30 UTC, (c) 15:30 UTC, (d) 16:30 UTC, (e) 17:30 
UTC, (f) 18:30 UTC, (g) 19:30 UTC, (h) 20:30 UTC, (i) 21: 30 UTC, (j) 22:30 UTC, (k) 23:30 UTC on February 22, 
2018 and (l) 00:30 UTC on February 23, 2018. The black point shows the sampling site of the study.
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Fig. 4S. Sumaré weather radar images at (a) 13:30 UTC, (b) 14:30 UTC, (c) 15:30 UTC, (d) 
16:30 UTC, (e) 17:30 UTC, (f) 18:30 UTC, (g) 19:30 UTC, (h) 20:30 UTC, (i) 21: 30 UTC, (j) 
22:30 UTC, (k) 23:30 UTC on March 8, 2018 and (l) 00:30 UTC on March 09, 2018. The black 
point shows the sampling site of the study
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RESUMEN

La cuenca del Amazonas está dominada por lluvias convectivas con gran variabilidad espacial y diurna. Las 
distribuciones diurnas y estacionales de eventos convectivos se determinaron a partir de la lluvia y la tem-
peratura máxima del tope de nubes (CTT) entre enero de 2008 y diciembre de 2010 en la ciudad de Belém-
PA. La técnica decis se utilizó para seleccionar los eventos más intensos (tasa de lluvia ≥ 15 mm h–1), que 
posteriormente fueron subclasificados en eventos de convección profunda (DCE) y eventos de convección 
somera (SCE). Se encontraron 94 casos intensos, la mayoría entre 12 y 19 LT (hora local), con el 55% durante 
la época de lluvias. Se analizó también un conjunto de eventos DCE y SCE con tasa de lluvia ≥ 1 mm h–1, 
encontrándose 42 casos también entre 12 y 19 LT, con un máximo a las 16 LT. Los perfiles de temperatura 
difirieron entre las temporadas lluviosa y menos lluviosa, associados con la intensificación de convección 
somera y profunda. Los perfiles de humedad mostraron mayor variabilidad entre 850 y 500 hPa, indicativo 
de su papel en la actividad convectiva; durante la temporada de lluvias, la atmósfera era más húmeda antes de 
la ocurrencia de eventos DCE. Las componentes del viento mostraron una cizalladura significativa entre la 
superficie y ~ 850 hPa, con mayor componente zonal en los casos de DCE. Los valores más altos de CAPE 
se observaron de 2 a 3 horas antes de DCE y SCE, con valores máximos antes de DCE en la temporada de 
lluvias. Los resultados presentados aquí son relevantes para mejorar los pronósticos a corto plazo y la simu-
lación de eventos convectivos con modelos numéricos meteorológicos y climáticos.

ABSTRACT

The Amazon Basin is dominated by convective rainfall with significant spatial and diurnal variability. Diurnal 
and seasonal distributions of convective events were determined from rainfall and Cloud Top Temperature 
(CTT) between January 2008 and December 2010 in city Belém-PA. The decis technique was used to select 
the most intense events (rainfall rate ≥ 15 mm h–1), which were subsequently, subclassified into deep con-
vection events (DCE) and shallow convection events (SCE). Ninety four cases were found, mostly occurring 
between 12 and 19 LT, and 55% in the rainy season. Another set of DCE and SCE with rainfall rate ≥ 1 mm h–1 
was selected to analyze the effect of seasonality. Of these, 42 cases were found also between 12 and 19 LT, 
with a maximum at 16 LT. Temperature profiles differed between the rainy and less rainy seasons, in the 
intensification of shallow and deep convection. Moisture profiles showed greater variability between 850 
and 500 hPa, indicative of their role in convective activity; during the rainy season the atmosphere was more 
humid (less humid) before (at the time) of the occurrence of DCE. Wind components showed significant 
shear between surface and ~850 hPa, with stronger zonal component in the cases of DCE. The highest val-
ues of CAPE were observed about 2 to 3 hours before DCE and SCE, with maximum values before DCE in 
the rainy season. Results presented here are relevant to improve short-term forecasts and convective event 
simulations with numerical weather and climate models.

Keywords: Deep convection, Shallow convection, Instability, Eastern Amazonia.
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1. Introduction
Among the various characteristics of the Amazon 
region, are the high rainfall levels that occur in this 
area - which exceed 2000 mm per year (Figueroa and 
Nobre, 1990; Rao and Hada, 1990) - and its potential 
to function as a great source of heat and moisture 
for South America and for the energy balance of 
the global atmosphere. Evaporation is the main 
source of water vapor in most of the tropical tropo-
sphere (Folkins and Martin, 2005), and deep convec-
tion is the main mechanism for vertically distributing 
moisture and heat, via mostly Cumulonimbus (Cb) 
extending to the tropopause and producing intense 
rain. Therefore, variations in intensity, diurnal dis-
tribution and location of deep convection plays an 
important role in weather and climate of this region. 
The rainfall regime, among other factors, varies de-
pending on the topography and proximity to rivers, as 
has been shown by many authors (Greco at al., 1990; 
Marengo, 1992; Cutrim et al., 2000; Angelis et al., 
2004; Machado et al., 2004; Fitzjarrald et al., 2008; 
Santos e Silva, 2013; Tanaka et al., 2014; Ahmed 
and Schumacher, 2015; Baba, 2016; Ahmed and 
Schumacher, 2017; Machado et al., 2018).

Weather and climate of the Amazon basin are 
affected by, among other factors, the position of the 
Intertropical Convergence Zone (ITCZ) which mod-
ulates the rainy and less rainy seasons in the region. 
(Uvo and Nobre, 1989; Cavalcanti et al., 2009). In 
addition to isolated deep convection, Squall Lines 
(SLs) (Kousky, 1980; Cohen et al.,1995; Alcântara et 
al., 2011; Germano et al., 2017; Germano and Oyama, 
2020) predominate through Amazonia and challenge 
numerical weather forecasting models. The presence 
of diferent convective regimes and the complex 
interactions betweenthe surface and the atmosphere 
have hindered testing convective parameterizations 
in this region (Betts and Jakob, 2002; Betts, 2003; 
Sherwood et al., 2004; Grabowski et al., 2006; Allan 
and Soden, 2007; Neelin, Peters and Hales, 2009; 
Sherwood et al., 2010; Bengtsson et al., 2011; Del 
Genio and Wu, 2012; Lee et al., 2013; Santos e Silva, 
2013 ; Hottovy and Stechmann, 2015; Santos e Silva 
and Freitas, 2015; Schiro et al., 2016; Lintner et al., 
2017; Freitas et al., 2018; Schiro and Neelin, 2019).

One of the main difficulties in numerical pre-
diction is to associate atmospheric moisture with 
precipitation, which can vary in linear or non-linear 

ways, depending on the degree of organization of 
convection and the time interval analyzed (Bengtsson 
et al., 2011; Masunaga, 2012; Back et al., 2017). It 
has already been shown that strong and organized 
convection with large areas of stratiform clouds, has 
a greater contribution to rainfall in humid tropical 
atmospheres (Tan et al., 2013; Deng et al., 2014). 
Other research suggests that convection models are 
producing excess moisture in the boundary layer, per-
haps because the parameterization schemes for this 
layer are too mixed (Sherwood et al., 2010; Itterly et 
al., 2018; Kuo et al., 2020), which probably leads to 
early precipitation. And the simulation of insufficient 
moisture transport can lead to less active convection, 
which can make it difficult to trigger deep convection 
(Vilà-Guerau de Arellano et al., 2020). On the other 
hand, modeling successfully captures the interannual 
variability of precipitation in relation to large-scale 
phenomena such as ITCZ, representing well the mi-
gration of convective activity throughout the year, 
especially over the continent (Sousa et al., 2018).

Several studies (Adams et al., 2009; Ahmed and 
Schumacher, 2015; Wolding et al., 2020) indicate that 
the way in which convective parameterizations deal 
with the relationship between thermodynamic stabili-
ty, convective initiation and intensity, determines the 
nature of simulated precipitation in deep convective 
regimes, such as in the Amazon. In other words,  
the thermodynamic conditions of the atmosphere are 
extremely important for convective initiation, cloud 
formation and precipitation development in tropical 
regions (Gille and Mota, 2014). So, the daytime 
convection cycle, its sensitivity to atmospheric con-
ditions and its representation in numerical models is 
of fundamental importance to understand its role in 
the climate system (Adams et al., 2015; Itterly et al., 
2018). And in addition to thermodynamic instability, 
the wind shear could play a fundamental role in ini-
tiation and suppression of convection (Adams et al., 
2009; Rudolph and Friedrich, 2014).

Therefore, given the importance of the behavior 
of moist convection, this study presents an analysis of 
diurnal and seasonal distributions of shallow and 
deep convective events, combined with the analysis 
of thermodynamic profiles before and during the 
occurrence of selected events. The results may be use- 
ful in improving the forecast of events of intense 
moist convection, mainly in the short term.
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This paper is organized as follows: Section 2 de-
scribes the data and methodology; Section 3 shows 
the results and discussions of diurnal and seasonal 
analysis of the convectives events, the termodinam-
ic analysis of the some events selected and their 
atmospheric stability. Conclusions are presented in 
Section 4.

2. Methodology and Dataset
The study area in centered in the city of Belém-PA 
(01º 27’ 18” S; 48º 27’ 09” W) (Fig. 1), which is lo-
cated in eastern Amazonia and has an average annual 
rainfall above 3000 mm. The rainy season spans from 
December to May, while the less rainy season occurs 
from June to November (Figueroa and Nobre, 1990).

Hourly rainfall data from January 2008 to Decem-
ber 2010 were obtained from the Instituto Nacional 
de Meteorologia (INMET) and data from radio-
sondes launched at 00 and 12 UTC (21 and 00 Local 

Time (LT), respectively, from the Destacamento de 
Controle do Espaço Aéreo de Belém (DTCEA-BE) 
were used for the thermodynamic analysis of the 
atmosphere. Additional radiosondes obtained during 
the Balanço Atmosférico Regional do Carbono na 
Amazônia (Mini-BARCA) experimental campaign 
from 9 to 30 June 2008 were also used, launched at 
06 and 18 UTC at the Universidade Federal do Pará 
(UFPA).

Cloud Top Temperature (CTT) data were obtained 
every 15 minutes from the in the infrared channel 4 
(11 μm) of the Geostationary Operational Environ-
mental Satellite (GOES 12), pixel resolution of 4 x 
4 km.

The decis technique was used to select the events 
with intense rain, which divide a data set into ten 
equal parts (decis). The ninth decil was used to de-
termine the top 10% of the most extreme values from 
the series. This technique was applied to the hourly 
rainfall data, and an average value of 15 mm h–1 
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was obtained as the minimum threshold for an in-
tense rain event. Thus, all rainfall events with values 
equal to or greater than 15 mm h–1 were classified as 
convective events.

A second method was used to subclassify the 
events into Deep Convective Events (DCE) and 
Shallow Convective Events (SCE), according to 
cloud vertical extent. The CTT data was used since 
the lower the absolute value of CTT, the greater the 
cloud vertical development (Houze, 1993). Spatial 
averages were estimated from the point closest to the 
location of the raingauge site (INMET), which was 
assumed as the center of the study area. The nine CTT 
values surrounding the raingauge site were averaged 
into a single value every 15 minutes, corresponding 
to an area of 144 km2. Considering that the horizontal 
scale of a single storm varies from 10 to 30 km, it 
was possible to represent, at least, a local convective 
event using average CTT values.

Only spatially-averaged 15-min CTT values 
corresponting to full hours were used to match the 
rainfall data frequency. In the absence of CTT data 
for the full hour, the average CTT values for the prior 
15 minutes were considered. This was performed in 
about 20% of the data.

Studies for different regions of South America 
have used different CTT values to define deep con-
vective clouds associated with moist convection rang-
ing from 230 K to 2060K (Silva Dias et al. (2002): 
230 K; Vila et al. (2008) and Ribeiro et al. (2019): 235 
K; Greco et al. (1990): 240 K; Machado et al. (2004): 
260 K). In this work, events with CTT ≤ 235 K 
were assumed to be DCE. The threshold CTT for 
SCE was taken to be 271K based on Tanaka (2014).

To ensure that CCT values indeed corresponded to 
clouds, a maximum CTT value corresponding to warm 
cloud base temperature, was estimated as 289K for a 
1500 m cloud base height. Thus, CTT values of up to 
289 K could represent the presence of clouds. Then, 
for all convective events with rainfall ≥ 15 mm h–1, 
those with CTT ≤ 235 K were classified as DCE, 
while events with 235 < CTT > 289 K were classified 
as SCE.

Radiosondes that took place up to three hours 
before the time of occurrence of maximum rain 
caused by each DCE or SCE were considered to 
determine the vertical atmospheric profile. However, 
since radiosondes were launched at 00 and 12 UTC, 

hindered the analysis. It was possible to select only 
three events in which radiosonde data was available 
before the time of maximum rain, and another five 
events in which the radiosonde was launched during 
the rain (Table I).

In an attempt to obtain a larger sample to analyze 
the atmospheric thermodynamic conditions for DCE 
and SCE, an alternative classification was made in-
cluding all rainfall events ≥ 1 mm h–1, maintaining the 
same cloud-based criteria. Under these conditions, it 
was possible to consider 42 events (Table II). These 
events were selected in such a way that we tried to 
obtain two cases for situations in which radiosondes 
were launched at the hour, one hour, two hours and 
three hours before the occurrence of DCE and SCE. 
Also, the separation was made by season.

The analyzes of the events shown in Table II were 
performed separately from those shown in Table I, 
since the criterion of rain intensity used for the two 
sets is different. And to perform averages for a given 
time interval, between the radiosonde and the con-
vective event, 00 and 12 UTC were considered. For 
example: to obtain the average profile representative 

Table I. Events selected for the analysis of the 
thermodynamic profile and stability of the atmosphere. 
Five events are SCE and three are DCE. On 01/20/2008 
and 05/06/2010 the radiosonde took place three hours 
before the rain; on 05/12/2010 two hours before and on 
the other days, the radiosonde coincided with the time 
of the rain.

Event date Time of rain
≥ 15 mm h–1

(UTC)

Radiosonde
time (UTC)

Event
type

01/20/2008 15 12 SCE
*06/13/2008 18 18 SCE
07/07/2009 00 00 DCE
08/04/2009 00 00 DCE
05/06/2010 15 12 SCE
05/12/2010 02 00 SCE
05/28/2010 00 00 SCE
11/14/2010 00 00 DCE

*Only selected event with rain greater than 15 mm h–1, 
in which radiosonde was launched at UFPA during the 
Mini-BARCA experiment.
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of one hour before the occurrence of DCE, profiles 
measured at 00 and 12 UTC were used to represent 
the DCE that occurred at 01 and 13 UTC. And as 
for each interval (same time, one, two or three hours 
before the convective event occurs) a maximum of 
two profiles was selected, so each average profile 
represents the average of a maximum of four profiles. 
And even if using these criteria, it was not possible to 
obtain an average profile to represent the conditions 
of the atmosphere two hours before the occurrence of 
an SCE, during the less rainy season, as it was not 
possible to select any radiosonde for these conditions. 
Therefore, in the analysis of the average temperature 
profiles, mixing ratio and wind components, the aver-
age profile, two hours before the occurrence of SCE, 
during the less rainy season, will not be analyzed.

From the average temperature and humidity pro-
files, graphs were also made to analyze the differenc-
es (anomalies) between the DCE and SCE profiles, 
for the two seasons, specified.

Vertical profiles of air temperature and humidi-
ty, wind speed and direction were analyzed for the 
selected events. The stability of the atmosphere was 
estimated from the Convective Available Potential 
Energy (CAPE), representing the kinetic energy that 
the parcel gains from the environment to ascend in the 
atmosphere. CAPE was calculated from Equation (1), 
suggested by Emanuel et al. (1994):

CAPE = g
Tvp Tve

Tve
LFC

EL
dz (1)

where: LFC is the Level of Free Convection, the level 
at which the parcel would become positively buoyant 
by ascent; EL is the Equilibrium Level, where the 
parcel would be neutrally buoyant; Tvp is the virtual 
temperature of the parcel; Tve is the virtual tempera-
ture of the environment, in the interval between the 
base (LFC) and the top of the cloud (EL); g is the 
acceleration due to gravity (equal to 9.8 m s–2) and 
dz represents the thickness of the layer.

Table II - Events selected for the analysis of the thermodynamic profile and stability of the atmosphere, 
considering rainfall equal to or greater than 1 mm h–1, CTT ≤ 235 K for DCE and 235 <CTT> 289 K for SCE.

Event 
type

Time between radiosonde and rain ≥ 1 mm h–1
Radiosonde
time (UTC) Season

0 hour 1 hours 2 hours 3 hours

DCE

01/21/2010 04/10/2009 12/26/2008 01/14/2010 0
Rainy

04/23/2010 04/29/2010 04/13/2010 04/25/2010

01/25/2010 02/21/2009 04/02/2009 01/15/2008 1204/08/2010 * 05/02/2009 *

06/11/2009 06/16/2009 06/17/2010 08/14/2009 0
Less rainy

06/16/2010 06/24/2010 06/30/2010 *

06/02/2008 * * * 12* * * *

SCE

05/15/2008 05/05/2008 04/24/2009 * 0
Rainy

02/04/2009 * 05/21/2010 *

01/27/2008 02/18/2010 02/26/2009 01/30/2008 1204/04/2009 03/22/2010 01/08/2010 02/16/2009

06/19/2010 06/14/2010 * 06/15/2009 0
Less rainy

08/07/2010 08/15/2010 * *

06/08/2009 * * 06/01/2009 12* * * *

* There is no information.
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Table III shows the CAPE values and the con-
ditions of the atmosphere associated with them, 
according to Bluestein (1993), and these intervals 
will be used for comparison purposes with the results 
found in this study.

3. Results and Discussions
3.1 Diurnal and seasonal distribution
Following the methodology described in the previ-
ous section, 94 events were identified for the entire 
study period, of which 60 are DCE and 34 are SCE. 
From the 60 DCE events, 34 occurred in the rainy 
season (December to May) and 26 in the less rainy 
season (June to November), while the SCE events 
were distributed in 25 in the rainy season and 9 in 
the less rainy season. The hourly distribution of the 
rain intensity of these events, by season, is shown 
in Figure 2, where it can be seen that most events 
occurred between 15 and 22 UTC (12 and 19 LT, 
respectively), corresponding to approximately 86% 
of the total events, of which 55% occurred in the rainy 

season. This distribution shows a diurnal cycle of the 
events associated with the expected solar radiation 
forcing at the surface and local convection in the 
absence of dynamic forcings. In addition, there is a 
tendency for DCE to occur at times closer to 00 UTC 
(21 LT), during the less rainy period and, proportion-
ally, the reduction in the number of SCE between the 
two periods was more significant. In other words, 
during the less rainy period, the DCE tended to be 
more frequent than the SCE, and because the DCE 
depend more on daytime heating for their formation 
(because at this time of the year the local convective 
activity predominates), they caused more “late” rains 
in relation to the rainy season.

Another explanation for the higher frequency of 
heavy rains in the afternoon/night in the city of Belém 
is the influence of sea breeze circulation, when there is 
a greater thermal contrast between the continent and 
the ocean (Kousky, 1980; Germano et al., 2017; Ger-
mano and Oyama, 2020). This sea breeze circulation 
is responsible for most of the rainfall that occurs in 
the region in the less rainy season, and it is important 
in the organization of SL close to Foz do Amazonas, 
as SL are often formed along the convergence zone 
of the sea; they enter the continent and reach the city 
of Belém in the late afternoon (Cohen et al., 1995). 
In addition, in the study area, the presence of a river 
breeze occurs between 12 and 00 UTC in the north-
west quadrant, and it can be observed throughout the 
year (Germano et al., 2017). So, the breeze circulation 
process could also justify the “delay” in the occurrence 
of DCE between the rainy and dry seasons.

Table III. CAPE values and associated instability conditions. 
Adapted from: Bluestein (1993)

CAPE (J kg–1) Atmospheric conditions.

0 < CAPE < 1000 Limit for deep convection
formation.

1000 < CAPE < 2500 Moderate deep convection.
2500 < CAPE < 4000 Strong deep convection.
CAPE > 4000 Extreme deep convection.
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Fig. 2. Hourly distribution of DCE (blue circles) and SCE (red squares) in Belém, in the rainy (a) and 
less rainy (b) seasons, from January 2008 to December 2010.
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As shown by Santos et al. (2012), for the years 
2005 and 2006, the maximum rainfall values 
observed in Belém - at 17 UTC (2005) and at 19 
UTC (2006) - occurred when the local horizontal 
wind showed a rotation, varying from northeast to 
southwest, due to the effects of sea and river breeze 
circulations, in both seasons. Angelis et al. (2004) 
also found similar results for the same study area 
from 1998 to 2000, when a higher frequency of 
rainfall events was observed in the afternoon, with 
a peak of 39 events at 18 UTC (15 LT). However, 
these authors defined any value above 0 mm h–1 as 
a rain event.

On the other hand, Tanaka et al. (2014), analyzing 
six years of hourly rainfall data for Central Ama-
zonia (Manaus and surroundings), found a higher 
occurrence of rain events ≥ 1 mm h–1 in the morning 
and afternoon. The frequency of events was higher 
in the forest areas, with peaks between 12 and 16 LT, 
while in urban areas the peaks occur between 10 and 
14 LT. However, the localities representative of the 
urban area of Manaus are located closer to the Rio 
Negro, when compared to the representative forest 
areas, and, according to the authors, this condition 
allows these areas closer to the river to suffer the 
effect of river breeze in the modulation of the diurnal 
rainfall cycle, which justifies the higher frequency of 
rain events in the early morning hours in the urban 
area. Therefore, this indicates that the behavior of 
the diurnal rainfall variation is different between the 
urban areas of Belém and Manaus. On the other hand, 
analyzing the occurrence of rain events in Belém, ac-
cording to the conditions in Manaus (rain ≥ 1 mm h–1), 
Figure 3 shows that the highest frequency of events 
occurs between 17 and 22 UTC (14 and 19 LT), a little 
later than that observed in the urban area of Manaus. 
Therefore, this indicates that the behavior of the day-
time rainfall variation is different between the urban 
areas of Belém and Manaus. But the diurnal cycle of 
rainfall in these urban areas seems to be modulated 
by the process of breeze circulation, even at different 
times.

3.2 Thermodynamic analysis
3.2.1 Events with rainfall equal to or greater than 
15 mm h–1

In order to facilitate the thermodynamic analysis, 
the events that presented rain and observation of the 

atmosphere profile at 00 UTC (07/07/09, 08/04/09, 
05/28/10 and 11/14/10) were analyzed together, while 
events that occurred at different times (01/20/09, 
06/13/08, 05/06/10 and 05/12/10) were analyzed 
separately.

Figure 4 shows the vertical temperature pro-
files for 01/20/2008, 06/13/2008, 05/06/2010 and 
05/12/2010, when cases of SCE occurred. These 
temperature profiles were measured three hours be- 
fore (01/20/2008 and 05/06/2010), two hours befo- 
re (12/05/2010) and at the time of intense rain 
(06/13/2008). Figure 4a indicates a small temperature 
difference between the analyzed profiles. At most 
levels, over the depth of the atmosphere, air tempera-
ture tended to be higher on 05/12/2010 at 00 UTC 
(21 LT), when the observation occurred two hours 
before the rain event (green line), showing a warming 
trend of the atmosphere before shallow convection. 
On 06/13/2008, the temperature profile variation was 
slightly more accentuated than in the other cases, 
perhaps due to the fact that the measurements took 
place during the rain and were carried out at 18 UTC 
(15 LT), time when the atmosphere tends to 
be more unstable than at 00 or 12 UTC. The lower 
temperature values from the surface to 850 hPa for the 
days 01/20/2008 and 05/06/2010 may be related to the 
fact that the measurements were taken at 12 UTC (09 
LT), before solar heating is fully effective. Figure 4b 
shows the corresponding diferences in profiles for 
SCE cases that occurred two hours before and at 
the time of the rain (green line) and three hours 
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before and during the rain (blue and black lines). It 
is clear that in practically all the low and medium 
troposphere, the temperature was higher two hours 
before the occurrence of the SCE, than at the time 
of occurrence of an event in this category. And there 
was a tendency for temperature to be lower for the 
cases that occurred 3 hours before the rain, which is 
more evident on 01/20/2008.

Figure 5 shows the air temperature profile for 
cases of convective events, in which the rain coin-
cided with the 00 UTC radiosonde launch. The DCE 
events that occurred on 07/07/2009, 08/04/2009 and 
11/14/2010, and the SCE event on 05/28/2010.

From surface up to 589 hPa, on 05/28/2010, the 
temperature is almost always higher than in other 
events. To the pressure levels lower that 589 hPa 
(higher altitudes) there is no data available for that day 
05/28, but for the other days it is observed that, above 
589 hPa, there was a tendency for the temperature to 
be higher on 08/04/2009, up to ~270 hPa. For 07/07 
and 08/04/2009, temperatures were lower from the 
surface to 925 hPa, probably because it had already 
rained before the most intense rain events (25 mm 
on 07/07 and 20.6 mm on 08/04/2009) recorded at 
the time of launching the radiosonde (00 UTC). For 
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07/07 rain of 1.6 mm was observed at 23 UTC on 
07/06, while on 08/04 two rain values were observed, 
one of 2.2 mm at 22 UTC, and another 0.6 mm 
at 23 UTC on 08/03, and this may have caused the 
greatest variation in the temperature profile (in the 
sup-500 hPa layer), in relation to the other three cases. 
Therefore, these less intense rainfall events, which 
occurred before the time of the radiosonde, started 
a cooling process at low levels of the atmosphere in 
these two days. On 05/28 and 11/14/2010 rain was 
recorded only at 00 UTC but due to the fact that it 
precipitated only during the radiosonde time, the 
low-level cooling (surface to 900 hPa) was not de-
tected as it was observed on other days. In addition, 
rains were slightly less intense, with values of 18.6 
and 18 mm, on 05/28 and 11/14/2010, respectively.

As observed through the air temperature profiles, 
this variable presents small variations between the 
cases analyzed, but the most important thing to 
mention is the fact that there is a tendency for the 
temperature to be higher at low levels when SCE 
occurs, as in figure 4, in which all cases are SCE, 
the air temperature close to the surface was higher 
than 25 ºC, while in figure 5, the temperatures close 
to the surface were up to 25 ºC, with higher values 
observed throughout the profile of day 05/28/2010, 
which was the only case of SCE analyzed in the fig-
ure. So, in order to obtain a better visualization of the 
tendency of increasing air temperature in the lower 
atmosphere, when SCE occurs, figure 6 was created, 
in it are the air temperature profiles of all the events 
analyzed up to the level of 589 hPa (last level that 
has measures of 05/28/2010). Again, it is possible 
to notice that the temperature tended to be higher 
when SCE occurred, mainly from the surface up to 
approximately 850 hPa. And when the temperature 
was measured two hours before the rain (dashed red 
line) it was higher than all other cases.

Even if a comparison is made between the SCE 
profiles that occurred at the same time of rain obser-
vation (06/13/2008 and 05/28/2010) with all the DCE 
(07/07/2009, 04/08/2009 and 11/14/2010) - which 
were also measured at the same time of the rain - the 
temperature is observed to be higher during the SCE. 
This result indicates that when there is more intense 
convection, a more pronounced atmosphere stabili-
zation occurs. And this decrease in temperature can 
be caused by downdrafts, which bring cold, dry air 

from inside to outside the cloud. This can be seen 
mainly through the DCE profiles of 07/07 (thin con-
tinuous blue line) and 08/04/2009 (thick continuous 
blue line), when the rain started before the most 
intense rain observation time. That is, the cooling of 
the atmosphere started before the time of temperature 
measurements and the most intense rain.

Figure 7 shows the vertical profiles of the mixing 
ratio for the events that occurred at different times. 
The highest humidity values occurred in the boundary 
layer and, from the surface to 720 hPa, the atmo-
sphere was more humid on 05/12/2010, and less hu-
mid on 06/13/2008. Above 550 hPa, the atmosphere 
was more humid on 01/20 and 06/13/2008.

On 06/13/2008 the radiosonde was started at  
17:34 UTC, and the rain of 38 mm observed at 18 UTC 
is equivalent to all rain that fell between 17:01 and  
18 UTC, that is, the measurement of the profile of 
that day’s humidity occurred during the rain, when 
the humidity of the atmosphere was decreasing, 
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which justifies a drier atmosphere than the other 
cases. In addition, this event occurred in June, when 
the atmosphere tends to be less humid.

As already mentioned, on 05/12/2010 the mea-
surement of the humidity profile occurred two hours 
before the 26.6 mm rainfall event, showing that the 
atmosphere was more humid before the rainfall. 
Likewise, on 01/20/2008 and 05/06/2010, when mea-
surements were taken three hours before the rain, the 
atmosphere was less humid than two hours before, 
and more humid than the case when the measurement 
was performed during the rainy season (06/13/2008). 
This result suggests humidity increases as the time 
of intense rain approached, and t tended to dry the 
atmosphere during its occurrence.

These results are similar to those found in Central 
Amazonia, where it was observed that an increase 
in humidity in the lower troposphere occurred at the 
beginning of deep convection (Schiro et al. 2016). 
However, in Central Amazonia the intense data 

collection carried out during the GoAmazon experi-
mental campaign gave the opportunity to analyze how 
the variability in the vertical structure of humidity 
and the conditional instability of the environment 
control the beginning of deep convection, both for 
smaller scale convection and in mesoscale (Schiro 
and Neelin, 2019). But despite the low sampling of 
events analyzed in this research, it is possible to 
observe similar patterns.

It has been observed that even for mid-latitude 
regions, the humidity at 850 hPa is a good indicator 
of severe rain events (Silva et al., 2015). The behavior 
in the vertical humidity profile observed in Belém is 
similar to that found by Rocha (2010) in Manaus, 
where the humidity between 850 and 700 hPa exerts 
a certain control in convective events. Schiro et al. 
(2016) found that humidity was higher at the time 
of rainfall and slightly lower before and after. They 
also showed that at levels below 800 hPa, mainly 
below 900 hPa, before and during rainfall it was 
more humid than after, possibly because of the cold 
pools. And in the upper troposphere (above 400 hPa), 
the humidity was higher during and after the rains. 
And this behavior of the highest humidity during 
rain at upper levels, can also be seen in Figure 7, on 
06/13/2008, when the humidity was higher than in 
the other cases, above the level of 500 hPa.

Figure 8 shows the behavior of humidity during 
the occurrence of rainfall at 00 UTC for cases of DCE 
and SCE. Up to the level of 925 hPa the humidity 
was higher for the case of DCE that occurred on 
11/14/2010, with a maximum value of 20 g kg–1 at 
the surface. On 05/28/2010 it was more humid above 
925 hPa, while on 07/07/2009, in the surface-820 hPa 
layer the atmosphere was less humid, just as on 
08/04/2009 lower humidity is observed in the sur-
face-600 hPa layer. The behavior of humidity in the 
last two days is consistent with that found in the tem-
perature profiles, when a cooling of the atmosphere 
was observed, due to rain having started before the 
launch time of the radiosonde. The idea that the de- 
crease in temperature could have been caused by 
downward currents of cold and dry air is reinforced 
by the decrease in humidity.

In general, the moisture profiles show significant dif-
ferences between the different cases analyzed (Fig. 9), 
and the most interesting thing is that during the SCE 
that occurred on 05/28/2010 the layer of 925-589 hPa 
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in the atmosphere was more humid than on the other 
days analyzed, and the DCE of 11/14/2010 showed 
the highest humidity from the surface to 925 hPa. Two 
more SCE occurred, one on 6 May 2010, when the 
humidity was relatively high in the lower atmosphere 
and the other on 12 May, when the humidity also 
showed significant values in the 925-760 hPa layer. 
This shows that in that month the atmosphere was 
quite humid, which may have favored the occurrence 
of three SCE with rainfall rates above 15 mm h–1. 
On 6 May the humidity values are not as high as on 
12 May and 28 May, may be due to the rain that fell 
on 5 May, between 19 and 23 UTC, which possibly 
kept the atmosphere less humid (above the level of 
930 hPa) until the radiosonde launch time at 12 UTC 
on 6 May.

Meteorological observations in May 2010 (Cli-
manálise, 2010a) indicate that the formation of SL 
and the northernmost position of the ITCZ contributed 

to the highest accumulated rainfall observed in the 
far north of the Amapá, in the northwest and north of 
Pará and in the northeast of Roraima. Rainfall in these 
areas exceeded monthly climatology by more than 
100 mm, while the monthly anomaly was 85.1 mm 
in Belém resulting in na accumulated total of 390.6 
mm. These results confirm that the atmosphere was 
more humid in May 2010.

Figure 10 shows the variation of the wind compo-
nents for the analyzed cases. The event on 06/13/08 
has no wind information. In general, the zonal 
component (Fig. 10a) is easterly in almost the entire 
troposphere, advecting moisture from the Atlantic 
Ocean to the continent.

The vertical wind shear in the lower troposphere 
was larger on 05/06/2010, while on 05/12/2010 it was 
larger in the 930-760 hPa layer, indicating that the 
shear was more intense at the time of occurrence of 
the rainfall. This variation of the wind with height in 
the atmospheric boundary layer favors the instability 
of the layer.

The meridional component (Fig. 10b) was weaker 
than the zonal component and presented irregular 
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profiles. On 01/20/2008 and 05/06/2010, from the 
surface up to ~750 hPa, the predominant wind was 
northerly, and with southerlies above that level. 
On May 12, 2010, the meridional component was 
almost reversed: southerly in the 880-625 hPa layer 
and northerly above. The most important point of 
the meridional component is the greatest shear that 
occurred in the surface-925 hPa layer in the three 
cases analyzed.

The vertical profile of the wind components at the 
time of the occurrence of SCE and DCE, at 00 UTC, 
are shown in Figure 11. As can be seen, at the time 
of rain, on average, the zonal component was more 
intense than at times before the rain (Fig. 10) and 
predominantly easterly, from the surface to the up-
per troposphere. The wind shear was also strong at 
low levels in all four cases, mainly on 08/04/2009. 
From the surface to ~600 hPa, the northerly winds 
predominated on 05/28 and 11/14/2010, and south-
erly winds predominated on 07/07 and 08/04/2009. 
Strong shear was observed at low levels on 05/28 
and 11/14/2010.

By comparing the wind components between all 
SCE and DCE (Fig. 12), it is possible to notice that 
there is really a predominance of easterly winds at low 
and mid-levels even reaching the upper troposphere, 
except for the 01/20/2008 in which the wind becomes 
westerly at 500 hPa. On average, wind shear is large 
from the surface up to 850 hPa, proving to be stronger 
in the three cases of DCE, confirming that wind shear 
plays an important role in deep convection (Adams 
et al., 2009; Baba 2016). Regarding the meridional 
component, only larger low-level shear is observed 
between SCE and DCE and no difference above.

3.2.2 Events with rainfall equal to or greater than 
1mm h–1

The following analyzes correspond to DCE and 
SCE associated rainfall ≥ 1 mm h–1, evaluating aver- 
age profiles measured at the same time, one, two and 
three hours before the occurrence of DCE and SCE, 
for the rainy and less rainy periods.

Figure 13 indicates that the temperature profiles 
do not show significant variations between them, 
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but note that during the rainy season (Fig. 7a) there 
is a slight tendency for higher temperature from the 
surface to 700 hPa, two hours before the occurrence 
of SCE, similar behavior observed in Figures 4 and 6.

At pressure levels below 400 hPa, higher tem-
perature is observed during both seasons and for both 
types of events, indicating an increase in temperature 
as the time of convective events approaches, consis-
tent with the release of latent heat of condensation. 
In addition, lower temperature values are observed 
three hours before the rain for SCE (DCE) in the 
rainy season (less rainy).

In order to better visualize the small temperature dif-
ferences between the DCE and SCE profiles, Figure 14 
shows variations at all levels for both seasons. On av-
erage, smaller variations (around 1 ºC) are observed 
between the surface and approximately 700 hPa, 
with larger variations (up to 5 ºC) above. It is possible 
to better visualize the highest temperature values for 
SCE two hours before the rain, in the rainy season 
(Fig. 14a), as the temperature differences between 
DCE and SCE are negative, from the surface to ap-
proximately 500 hPa. Unfortunately, it is not possible 
to see if the same occurs for the less rainy season, 
due to the lack of data.

Once again, it can be seen that at low levels, 
in both seasons, and during the rainy season, the 

temperature is lower for cases of DCE (negative 
anomalies), indicating that the presence of down-
ward currents, which bring dry and cold air from 
higher levels, are more intense in the presence of 
deep convection. In addition, during convective 
events the solar radiation absorbed by the surface is 
less than the total energy supplied to the atmosphere 
(Machado, 2000).

Interestingly, at altitudes above 500 hPa, tem-
perature anomalies are on average positive (nega-
tive) during the rainy season (less rainy), before and 
during the rainfall events. This suggests that the air 
temperature plays different roles in the intensification 
of shallow and deep convection in the rainy and less 
rainy seasons.

Figure 15 shows the average vertical profiles of 
the mixing ratio, for the rainy and less rainy sea-
sons. Between ~975 to 850 hPa in the reainy season 
(Fig. 15a), humidity was higher two hours before the 
occurrence of SCE (similar to that observed in figure 7, 
for the event of 05/12/2010). It is not possible to 
observe the behavior of the average humidity profile, 
two hours before the occurrence of SCE, in the less 
rainy season, because no event was found in this cate-
gory. In contrast, between surface and 850 hPa during 
the rainy season (Fig. 15b), the atmosphere was less 
humid for both DCE and SCE (similar to the case 
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of day 06/13/2008, shown in Figure 7). On average, 
the humidity was higher during the rainy season, at 
pressure levels above 825 hPa, being more evident 
for SCE (DCE) in the rainy season (less rainy), a 
behavior consistente with Schiro et al. (2016).

Note that from the surface up to 850 hPa profiles 
in the rainy season are not too different from those in 
the less rainy season. In the rainy season low hu-
midity near the surface is observed closer to the 
time of occurrence of DCE; the opposite is observed 
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for cases of SCE; and before the rain, humidity is 
always higher for DCE. In contrast, at mid-levels 
(between 675 and 450 hPa), humidity increases as 
the DCE occurrence time approaches (Fig. 15b). In 
summary, these results were expected, since before 
precipitation, more humid air parcels ascend in the 
atmosphere to form convective clouds, and after 
precipitation initiates, humidity tends to be higher at 
mid- and upper-levels, and lower at low-levels mainly 
associated with downdrafts which bring cold, dry 
air towards the surface. Further, results indicate that 
these downdrafts are more intense for DCE.

Figure 16 shows the differences in the average 
humidity profiles between DCE and SCE. Note that 
in the rainy (Fig. 16a) and less rainy (Fig. 16b) sea-
sons, the maximum variations occurred in the 850 to 
500 hPa layer, indicating that humidity in this layer 
is important for convective activity. The maximum 
differences (about 4 g kg–1) are observed ~600 hPa 
in the two seasons; positive (negative) humidity 
anomalies are also observed before the occurrence 
of DCE in the rainy (less rainy) season. The large 
differences observed around 600 hPa indicate the 
presence of a slightly “drier layer”, more evident in 
the less rainy season, which suggests the existence of 
less humid air outside the convective region. Thus, 

the entrainment of ambient air is important for shal-
low and deep convection.

In the rainy season there is a predominance of 
positive anomalies before the rain and negative 
anomalies during the rain event, from the surface to 
approximately 350 hPa. Similarly in the less rainy 
season, but only from the surface up to 850 hPa. 
Negative anomalies before the rain and positive 
anomalies during the rain are observed above, rein-
forcing observations in Figures 7, 8 and 9.

In summary, during the rainy season the atmo-
sphere is more humid (less humid) before (at the 
time) the occurrence of DCE. Similarly in the less 
rainy season, but only at low levels (up to 850 hPa), 
since at mid- and upper levels the atmosphere is more 
humid before (during) the occurrence of SCE (DCE).

Figure 17 shows the average vertical profiles of 
the zonal and meridional components of the wind, for 
the same temporal conditions shown in Figures 13 
and 15. The largest variability in the average profiles 
of the two wind components is observed as the time 
of occurrence of convective events approaches. The 
zonal component is predominantly easterly east 
the entire atmosphere, mainly during the less rainy 
season (Fig. 17b) associates with the southeast trade 
winds. The meridional component oscillates between 
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northerly and southerly throughout the troposphere, 
with more significant variations during the less rainy 
season (Fig. 17d).

The shear in the two wind components is quite 
significant between the surface and ~850 hPa in both 
rainy seasons for all events, but mainly for cases of 
DCE that occurred during the rainy season. Thus, the 

wind shear plays a significant role in deep convection, 
as also seen in Figure 12.

3.3 Atmospheric stability analysis
Table IV facilitates the analysis and discussion of the 
stability of the atmosphere, displaying CAPE, max-
imum rainfall observed for all the convective events 
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Table IV. CAPE values, rainfall, duration of rainfall, time of launching of the radiosonde and number of 
hours that the radiosonde before the time of occurrence of rain events.

Date Event
type

CAPE
(J kg–1)

Rainfall
(mm h–1)

Rain
duration
(hour)

Radiosonde
time (UTC)

Time between 
radiosonde and rain 

(hour)

01/20/2008 SCE 3850 21,4 15 12 3
06/13/2008 SCE 409 38,0 * 18 0
07/07/2009 DCE 1187 25,0 6 00 0
08/04/2009 DCE 600 20,6 4 00 0
05/06/2010 SCE 3433 31,2 9 12 3
05/12/2010 SCE 2867 26,6 1 00 2
05/28/2010 SCE 19 18,6 2 00 0
11/14/2010 DCE 5624 18,0 8 00 0

analyzed, time corresponding to the CAPE value 
(launch of the radiosonde), as well as, the number 
of hours between radiosonde and observation of the 
maximum rainfall.

CAPE values greater than zero are observed in all 
events analyzed, which is the limit for deep convec-
tion formation (Bluestein, 1993), with both the lowest 
(19 J kg–1) and the highest (5624 J kg–1) observed at 
the time of rain on 28 May and 14 November 2010, 
respectively. In both cases the rain started at the same 
time as the radiosonde launch. On 28 May 18.6 mm 
were recorded in two hours. On 14 November the 
atmosphere was quite unstable (classified as extreme 
deep convection) when the rain started, which lasted 
for 7 hours accumulating 30.8 mm. The release of 
latent heat during the rain together with the evapo-
ration of the rain itself may have contributed to the 
instability. Even though CAPE was depleted during 
the rain event, at 12 UTC CAPE was still 2828 J kg–1, 
a condition of strong deep convection.

The rain of the 28 May 2010 was not associated 
with any larger-scalr meteorological system, and the 
small cluster of clouds over the study area, suggests 
the development of CAPE due to daytime heating 
(thermodynamic forcing). On the other hand, on 14 
November 2010, areas of instability were associated 
with increased heat and humidity in the interior of 
the continent, especially in the north of the North and 
Northeast regions. There was widespread cloudiness, 
from 13 to 18 November 2010, which may have 
masked the formation of cumulonimbus cloud lines 
which form along the North and Northeast coast of 
Brazil (Climanálise, 2010b). So, the high CAPE 

value found for 14 November can be justified by the 
strong instability of the local atmosphere and the pos-
sible presence of SL. And it is important to highlight 
that this intense instability was associated with an 
DCE, which presented the highest humidity values, 
from the surface to 925 hPa (Fig. 9), among all the 
analyzed events.

The second highest CAPE value (3850 J kg–1) 
occurred on 20 January 2008, associated with an 
SCE, but characterized as strong deep convection, 
according to Table III. On that day, the rain started at 
15 UTC, three hours after the radiosonde launch, 
and lasted until 05 UTC of the following day, ac-
cumulating 35.2 mm. And between 08 UTC on 21 
January and 12 UTC on 22 January, slight rain was 
observed (0.2 - 1.4 mm). This shows that although 
the rain lasted 15 hours, it was intermitente and 
likely associated with a larger-scale meteorological 
system. This was confirmed by Climanálise (2008a) 
showing the presence of SL and organized convection 
associated with the ITCZ closer to the coast of the 
North and Northeast regions of Brazil between 16 
and 20 January.

The third and fourth highest CAPE values were 
for SCE and occurred on 6 May 2010, (3433 J kg–1) 
and 12 May (2867 J kg–1), about three and two hours 
before the maximum rain events rain, respectively. 
Table III indicates strong deep convection conditions 
on both days, possibly favored by the combination of 
dynamic and thermodynamic forcing, but convective 
trigger dominated by dynamics (Gille and Mota, 
2014). As discussed in relation to Figure 7, high 
rainfall values observed in northern Pará in May were 
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associated with SL and the location of the ITCZ. On 
7 May, the day following the SCE, 101.6 mm were 
recorded in 24hrs, the highest observed in May 2010.

The second and third lowest CAPE values were 
409 and 600 J kg–1, which occurred, respectively, on 
13 June 2008 (SCE) and 4 August 2009 (DCE), at the 
same time of the rain. CAPE remained below the limit 
for deep convection formation (1000 J kg–1). Rain 
started after 17 UTC on 13 June, and until 21 UTC 
48.4 mm were recorded. It is not possible to inform 
the duration of the rain, as the data has flaws from 
22 UTC until 11 UTC the next day. No SL event was 
observed on the 13 June and the ITCZ had moved fur-
ther to the north (Climanálise, 2008b). Thus, CAPE 
was only due to thermodynamics forcing. Likewise, 
the event of 4 August 2009 also depended more on 
thermodynamics forcing, since the rain was caused 
by a cluster of convective clouds (Fig. 18).

Figure 18 shows enhanced images of the cloud top 
temperature, from the GOES 10 satellite, and where 
the study area is identified by white arrows. The 

images are from 3 August at 18 UTC (Figure 18a), 
showing intense convective activity (15 LT); at 21 
UTC of the same day (Figure 18b), time of rain 
onset and where (in relation to Figure 18a) an in-
tensification and displacement of the cloud cluster 
in the ocean-continent direction is perceived. At 00 
UTC on 4 August (Figure 18c) low CAPE (32 J kg–1) 
and warmer CTT indicate that the system was weak-
ening and dissipating at 04 UTC (Figure 18d).

On 7 July 2009 there was also the occurrence of 
an DCE, when the CAPE was 1187 J kg–1 (moderate 
deep convection, Table III). The radiosonde launch 
coincided with the time of the rain event, which start-
ed after 22 UTC on 6 July and ended before 05 UTC 
on 7 July. Unfortunately, there are no Climanálise 
publications for July 2009, but through satellite 
images (not shown) some isolated cloud clusters 
are observed above the study area, indicating that 
CAPE was favored by daytime heating.

Considering the dissipative losses, the CAPE re-
quired in tropical regions to support deep convection 

Fig. 18. Enhanced images of cloud top temperature, from the GOES 10 
satellite, (a) at 18 UTC and (b) at 21 UTC on 08/03/2009; (c) at 00 UTC 
and (d) at 04 UTC on 08/04/2009. The region shown is the northern region 
of Brazil, where the study area is indicated with a white arrow.

(a) (b)

(c) (d)

Temp. Celsius–80 –70 –60 –50 –40 –30
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must be at least 1000 J kg–1 (Williams and Renno, 
1993). Therefore, the cases reported here in which 
heavy rainfall occurred with low CAPE values are 
noteworthy. In addition to the fact that thermody-
namic observations were made at the time of the 
rain (which reduces the CAPE), the rains from these 
events may have been caused by some meteorolog-
ical system (playing the role of the dynamic force), 
because CAPE is essential for the development of 
storms only in the absence of larger scale forcers 
(Mota and Nobre, 2006). As previously discussed, 
the analysis of Climanálise and the satellite images 
indicate the presence of a medium-to large scale 
meteorological system only on 13 June 2008 (con-
sidering only days with CAPE below 1000 J kg–1). 
In the other two cases (4 August 2009 and 28 May 
2010), the low CAPE values were the result of rains 
coinciding with radiosonde launches.

It is important to also note that almost all the 
SCE (except the event of 28 May 2010) occurred in 
the presence of a meteorological system (Table V), 
which may force air parcel ascent (Mota et al., 2007) 
resulting in deep convection even for low CAPE val-
ues. In this study, the only SCE that presented a low 
CAPE in the presence of a meteorological system, 
was 13 June 2008.

The three cases of DCE, on the other hand, 
occurred when there was a predominance of local 
convection but only the event on 14 November 2010 
had a high CAPE value. However, despite the fact 
that in these three cases the maximum rainfall was 
observed at the time of radiosonde launch, in the 
cases of 7 July and 4 August 2009 the rain started 
two hours before, suggesting that CAPE may have 
increased before rain initiation.

However, when analyzing mean CAPE values 
(Table VI) of the events described in Table II, note 
that CAPE tends to be greater before the occurrence 
of convective events in both seasons, with the high-
est values observed in the rainy season, mainly two 
and three hours before the occurrence of DCE. And 
although there is no CAPE information two hours 
before SCE occur in the less rainy season, CAPE 
values are higher.

Therefore, from Table VI, in the rainy and less 
rainy periods there was a greater availability of 
potential convective energy in the study area when 
DCE occurred, being greater in the rainy season. 
While for SCE cases, CAPE was higher during the 
less rainy period.

In summary, the conditions of atmospheric sta-
bility when analyzed case by case for DCE and SCE 
events with precipitation ≥ mm 15 mm h–1, indicate 
an important role of dynamics for both the occur-
rence of DCE and SCE, in agreement with previous 

Table V. CAPE values and meteorological systems active 
during the events analyzed.

Date Event
type

CAPE
(J kg–1)

Meteorological
system active

01/20/2008 SCE 3850 ITCZ
06/13/2008 SCE 409 ITCZ and SL
07/07/2009 DCE 1187 Local convection
08/04/2009 DCE 600 Local convection
05/06/2010 SCE 3433 ITCZ and SL
05/12/2010 SCE 2867 ITCZ and SL
05/28/2010 SCE 19 Local convection

11/14/2010 DCE 5624 Local convection 
and SL

Table VI. Average CAPE values, at the same time, one, two and three hours before the occurrence 
of DCE and SCE, and for the rainy and less rainy seasons.

Event
type

Time between radiosonde and rain ≥ 1 mm h–1

Season Average per 
season0 hour 1 hours 2 hours 3 hours

DCE 777 42T2 2916 2211 Rainy 1582
1726 1200 1082 1859 Less rainy 1467

SCE 1188 997 897 1491 Rainy 1144
1261 1452 * 1419 Less rainy 1377

*There is no information.
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studies (Mota and Nobre, 2006; Tavares and Mota, 
2012; Gille and Mota, 2014; Santos, Mota and Rocha, 
2014). And for events with precipitation ≥ 1 mm h–1, 
CAPE was larger during the rainy season with DCE, 
and that SCE need higher CAPE during the less rainy 
season.

4. Conclusions
This study analysed convective events that oc-
curred in the city of Belém-PA, from January 2008 
to December 2010, classifying them in DCE and 
SCE. For events that caused rain equal to or greater 
than 15 mm h–1, it was observed that 86% of them 
occurred between 15 and 22 UTC (12 and 19 LT, 
respectively), and 55% occurred during the rainy 
season. On the other hand, considering events that 
caused rainfall equal to or greater than 1 mm h–1, it 
was observed that the highest frequency occurred 
in the same interval, approximately, with a maxi-
mum at 19 UTC (16 LT). That is, lower and higher 
intensity rains are directly related to greater con-
vective activity, which occurs in the region during 
the afternoon and early evening.

The variation in the vertical profile of the air tem-
perature was small, but there was a tendency for it to 
be greater when SCE occurred, mainly on the surface 
up to approximately 800 hPa. And the average values 
of this variable indicate different behaviors, between 
the rainy and less rainy seasons, in the intensification 
of shallow and deep convection.

The average humidity profiles showed behaviors 
similar to those analyzed on a case-by-case basis. It 
was observed that the maximum variations, in the 
DCE and SCE profiles, occurred in the 850 to 500 hPa 
layer, indicating that the humidity in this layer has 
great importance for the convective activity. It was 
also seen that during the rainy season the atmosphere 
was more humid (less humid) before (at the time)  
the occurrence of DCE. And the same occurred in the 
less rainy season, between the surface and 850 hPa, 
because in the medium and high troposphere the hu-
midity was higher before the (on the hour) occurrence 
of SCE (DCE).

For all the cases analyzed, the zonal component of 
the wind showed a predominance of easterly winds 
throughout the entire troposphere, mainly during the 
less rainy season, when the study area receives greater 

influence from the southeast trade winds. The south-
ern component was weaker and had irregular profiles, 
with more significant variations during the less rainy 
season. In both components, on average, strong shear 
from the surface to 850 hPa was observed, in both 
seasons, for all events, but mainly for cases of DCE, 
showing that the wind shear has a significant role in 
deep convection.

On the other hand, the analysis of the stability of 
the atmosphere, carried out through CAPE, showed 
that it was greater than zero in all the analyzed events, 
agreeing with the limit condition for the formation of 
convection. Case-by-case analyzes show that dynamic 
forcing plays an important role in the formation of  
intense convection, from the shallowest to the deep- 
est. While, the average values showed that the highest 
values of CAPE were observed about 2 to 3 hours 
before DCE and SCE, while the lowest values oc-
curred in the hour of rain, since the rain reduces the 
CAPE. In addition, the highest mean values of CAPE 
were observed when DCE occurred during the rainy 
season, and in the cases of SCE the CAPE was higher 
during the less rainy season.

Although some results are similar to those already 
found by other authors, it is important to emphasize 
that in this research it was prioritized to use precipi-
tation events equal to or greater than 15 mm h–1, and 
precipitation events equal to or greater than 1 mm h–1 

were used with the objective of obtaining more 
events to differentiate the behavior of DCE and 
SCE between the rainy and less rainy seasons, 
since, in the first classification, the number of events 
was low. And even if using different precipitation 
intensity criteria, it was possible to observe similar 
results between the two data sets. Therefore, the 
results presented in this article may be relevant 
for numerical modeling studies and to be used as 
indicators of convective events in the short-term 
forecast. However, it is of fundamental importance 
to use a larger sample of events to analyze, mainly, 
the effect of seasonality.
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RESUMEN

Varias regiones de Brasil han experimentado períodos de intensa sequía en las últimas décadas. Las centrales 
hidroeléctricas producen la mayor parte de la energía del país y una reducción en el caudal de los embalses 
puede comprometer al sector energético. Por lo tanto, el gobierno brasileño ha buscado la diversificación de 
la producción de energía con otras fuentes renovables. La introducción de nuevas fuentes renovables, como 
energía eólica y solar, requiere estudios detallados de las condiciones climáticas locales, generalmente a través 
del análisis de datos históricos. Sin embargo, varias áreas de Brasil no tienen buena densidad de estaciones 
meteorológicas. En dicho contexto, este estudio tiene como objetivo evaluar la capacidad del producto de rea-
nálisis del Sistema de Pronóstico Global (GFS) para representar el viento en el estado de Minas Gerais (MG), 
que produce el 79.5% de la energía de recursos hídricos. Si bien el estudio considera una región específica, 
presenta una metodología que se puede replicar en regiones donde no hay datos disponibles. En la mayoría 
de las áreas los valores de velocidad del viento a 10 m de GFS fueron similares a los registrados por las esta-
ciones meteorológicas. Los resultados a 10 y 100 m de altitud muestran altos valores de velocidad del viento 
en el norte del estado, región donde también se registran las mayores densidades de potencia (~150 W m–2

durante invierno y primavera). En conclusión, el producto de reanálisis GFS, aunque con los sesgos aquí 
reportados, puede ser utilizado en regiones con datos meteorológicos insuficientes para estimar el potencial 
de producción de energía eólica como fuente complementaria de hidroelectricidad. 

ABSTRACT

Several regions of Brazil have experienced periods of intense drought in the last decades. Hydropower plants 
produce most of the country’s energy and a reduction in reservoir flow can compromise the energy sector. 
Therefore, the Brazilian government has sought the diversification of energy production with other renew-
able sources. The introduction of new renewable sources, such as wind and solar, requires detailed studies of 
the local weather conditions usually through historical data analysis. However, several areas in Brazil lack 
weather stations. In this context, this study aims to assess the ability of the Global Forecast System (GFS) 
reanalysis product to represent wind, in the state of Minas Gerais (MG) which has 79.5% of energy production 
associated with water resources. Although the study considers a specific region, it presents a methodology 
that can be replicated in regions where data is not available. Over most areas, 10 m wind speed values of 
the GFS reanalysis were similar to those registered by weather stations. Results at 10 and 100 m of altitude 
show high wind speed values in the north of the state, a region where the highest power densities are also 
recorded (approximately 150 W m–2 during winter and spring). In conclusion, the GFS reanalysis product, 
albeit with the biases reported here, can be used in regions with scarce meteorological data to estimate the 
potential for wind energy production as a complementary source of hydroelectricity. 

Key words: Renewable energy, Wind power density, GFS reanalysis.
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1. Introduction
Energy production depends on different local factors, 
such as climate and terrain (Tan and Zhi, 2016). The 
large availability of water resources in Brazil is used 
for human consumption, industry, agriculture, and 
energy production. According to the Energy Research 
Company (EPE, 2019), renewable resources in Brazil 
generated 495.290 GWh of electricity in 2018, and 
almost 80% by hydropower plants.

Adami et al. (2017) estimated the wind energy 
generated worldwide from 2006 to 2016, indicating 
an average growth of 23%, and currently represent-
ing 3% of the total energy generated worldwide. 
This growth can be associated with public policies 
which encourage wind power generation (Adami et 
al., 2017; Raimundo et al., 2018; Rego and Ribeiro, 
2018). Brazil created, through Law Nº 10.438 of April 
26 of 2002, the Alternative Energy Sources Incentive 
Program (PROINFRA) to increase the use of alter-
native renewable resources to produce energy, espe-
cially encouraging wind farms, small hydroelectric 
power plants, and biomass sources in order to reach 
10% of country’s annual electricity consumption by 
2022 (Brasil, 2002). In 2018, wind and solar power 
plants were responsible for, respectively, 9.78% and 
0.70% of the total energy production (EPE, 2019). 

Minas Gerais (MG) located in southeastern Brazil 
is the fourth largest state in territorial extension, with 
an area of ~ 587000 km², a population of ~21 million 
people and a Human Development Index (HDI) of 
0.731. Its main economic activities are: agriculture, 
livestock, industry, services, power generation, and 
mining (IBGE, 2018). MG is the fourth state in terms 
of power generation in Brazil. However, due to the 
high demand, the production is still insufficient, and 
for example in 2017, the state generated only 54.3% 
of its energy demand. A decrease in production in 
2014 and 2015 due to an intense drought period 
(Coelho et al., 2016) contributed an increase on ex-
ternal energy dependence (3.4% per year). Energy 
production in MG corresponds to 7.35% of the total 
national production from basically three sources: 
hydro (79.0%), thermal (19.2%), and solar (1.8%). 
No energy is produced by wind sources in MG, 
despite the existence of a wind power plant in the 
city of Gouveia (Jequitinhonha Valley), but not in 
operation due to financial reasons (CEMIG, 2019; 
EPE, 2019). The large seasonal and interannual 

variability in rainfall rates hinders energy production 
and, according to the AR5 Synthesis Report from 
Intergovernmental Panel on Climate Change (IPCC, 
2014), climate projections indicate the intensification 
of weather extremes, placing the hydroelectric system 
at risk. Due to the severe droughts during 2014 and 
2015 in the southeastern region of the country, where 
42.13% of the Brazilian population lives (IBGE, 
2018), local governments were forced to implement 
energy rationing and to reduce water distribution for 
human consumption (Ribeiro, 2017).

Natividade et al. (2017) through the analysis of ob-
servations and projections data, identified an increase 
in the number of dry days in the northern region of 
MG; meanwhile, Reboita et al. (2018b) revealed an 
increase of dry consecutive days and a decrease of 
wet consecutive days in most MG from precipitation 
projections. Potential Evapotranspiration also shows 
positive trends directly proportional to temperature 
trends in MG (Salviano et al. 2016). With higher 
availability of moisture in the atmosphere, the num-
ber of rainfall extreme events can increase. Reboita 
et al. (2018b) analyzed climate projections for MG 
and indicated an increase of extreme events mainly in 
the austral summer. All these climate factors directly 
affect water level in reservoirs.

Towers for wind energy generation need to be at 
least 100 m tall, to avoid the drag effect of the wind 
at the surface. Moreover, wind intensity projections 
at 100 m using the RegCM4 regional climate model 
for MG (RCP8.5 scenario) showed only slight diffe- 
rences between the near future (2020 to 2050) and 
the present (1979-2005) of ~ 0.5 m s–1 depending on 
the season and state region. Differences between the 
present and the far future, however, presented varia-
tions of around 1 m s–1 (Reboita et al., 2018a). These 
results may indicate that wind patterns are less vul-
nerable to climate change when compared with other 
weather variables and it could be a promising source 
of electricity production in the state, complementing 
the hydroelectric source (Reboita et al., 2018a).

The wind resource assessment and characteriza-
tion of a given region needs to consider information 
about the availability and variability of local winds. 
The Wind Power (2019) highlights that minimum 
extreme intensity values (less than 4 m s–1) may not 
move the turbines; speeds between 13 and 25 m s–1 

do not generate increases in power density; and 
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maximum extremes (higher than 25 m s–1) can cause 
severe structural damage to the towers. Moreover, 
small variations in wind intensity generate signifi-
cant variations in energy production since the power 
density is proportional to the cube of the wind speed 
(Emeksiz and Cetin, 2019).

The approval and installation of wind power proj-
ects require initial studies with at least five years of 
data from weather stations at 50, 70, and 100 m which, 
in general, are scarce in Brazil (Cancino-Solorzano 
and Xiberta-Bernat, 2009). The Wind Atlas of the MG 
Energy Company used the Mesomap system, com-
plemented by data from anemometric measurement 
stations, to assess wind energy potential throughout 
the state. The Mesomap system is a set of atmospher-
ic simulation models that consists of the Mesoscale 
Atmospheric Simulation System (MASS) with a hor-
izontal resolution of 3.6 km x 3.6 km (CEMIG, 2010). 
The results show wind in MG reaches values above 
8 m s–1 during the winter and mainly in the northern 
region. However, in the absence of observations, the 
use of Numerical Weather Forecast (NWF) models 
can help in the decision-making process. Its results 
also can help to identify possible new viable sources 
of renewable energy and contribute to the diversifi-
cation of state production. Therefore, this study aims 
to assess the ability of the Global Forecasting System 
(GFS) reanalysis product to estimate the potential for 
wind power generation, using the state of MG - Brazil 
from 2013 to 2017 as an example. The GFS model 
results data are available through the National Ocea- 
nic and Atmospheric Administration (NOAA, 2018) 
since 1980; therefore, the methodology presented 
in this study can be applied to other regions where 
observations are scarce or unavailable.

2. Methodology
2.1 Data 
The GFS is a global weather forecasting model 
(NOAA, 2018), developed and operated by the Na-
tional Centers for Environmental Prediction (NCEP), 
which uses the Gridpoint Statistical Interpolation 
(GSI) as a global analysis scheme (Rajagopal et al., 
2007; Prasad et al., 2011). The GSI is included in the 
Global Data Assimilation and Forecasting (GDAF) 
system at National Centre for Medium Range Wea- 
ther Forecasting (NCMRWF) and the assimilation 

runs are performed using the six-hour intermittent 
method (the system has access to a database observed 
four times a day), where three main interactions are 
carried out (between predictions and observations) 
and the analyses are used as initial conditions for 
subsequent predictions (Prasad et al., 2011; 2017). 
The results of the GFS analyses (meteorological 
term applied to indicate a model result that is not a 
forecast) were used with horizontal resolution of 0.5 
degrees, 64 vertical levels, and six-hour frequency (0, 
6, 12 and 18 UTC). The period considered was from 
2013 to 2017 for the entire state of MG. From the 
zonal (UGRD) and meridional (VGRD) components, 
the intensities (m s–1) and directions (º) of the wind 
were obtained every six hours. Daily and monthly 
averages were also calculated.

To verify how the GFS analyses represent the 
weather conditions in the state, observations at 10 m 
from twelve weather stations between 2013 and 2017 
were used (Table I). These weather stations belong 
to the National Institute of Meteorology (INMET) 
and were chosen according to the mesoregions of 
the State of MG. These regions were defined, based 
on economic and social similarities, by the Brazilian 
Institute of Geography and Statistics (Brazilian In-
stitute of Geography and Statistics - IBGE, 2018). 
For comparison, GFS data were extracted from the 
nearest grid points of the weather stations. Figure 1 
shows the location of the stations and terrain ele-
vation through the state. In the south, the altitude is 
higher, characterized by the Mantiqueira Mountains 
(Serra da Mantiqueira). In the north the altitude is 
more heterogeneous, with the Espinhaço Mountains 
(Serra do Espinhaço) and the São Francisco River 
Depression, for example (CEMIG, 2010).

2.2 Statistical Analyses
The evaluation of the wind speed and direction from 
GFS results was made through graphs and wind 
roses. Data obtained by weather stations were also 
compared with model results (at 10 m). Seasonal, 
monthly, and diurnal variability analyses of wind 
speed data were also performed. The diurnal cycle 
variability is important, as it allows the identification 
of the time when the wind reaches its highest intensity 
in a given location; in general, efficient production of 
wind energy will occur when the highest wind speed 
is recorded. The average 6-hour and monthly wind 
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profiles from observational data and GFS results were 
also compared.

The frequency distribution of wind intensity can 
be represented by the Weibull distribution. This 
distribution has been adjusted to the GFS analysis 

and observational data to identify the constancy of 
wind intensity around an average value. Note that the 
Weibull distribution depends only on two parame-
ters: the “k” shape and the “c” scale (Chandel et al., 
2014; Wais, 2017). These parameters were obtained 

Table I. List of weather stations.

Region Code Station Latitude Longitude

Campo das Vertentes A514 São João Del Rei 21.10ºS 44.25ºW
Central Mineira A538 Curvelo 18.74ºS 44.45ºW
West A524 Formiga 20.45ºS 45.45ºW
Northwest A553 João Pinheiro 17.78ºS 46.11ºW
North A506 Montes Claros 16.68ºS 43.84ºW
Metropolitan Region F501 Belo Horizonte 19.98ºS 43.95ºW
South A515 Varginha 21.56ºS 45.40ºW
Triângulo Mineiro A507 Uberlândia 18.91ºS 48.25ºW
Jequitinhonha Valley A537 Diamantina 18.23ºS 43.64ºW
Zona da Mata A518 Juiz de Fora 21.76ºS 43.36ºW
Mucuri Valley A527 Teófilo Otoni 17.89ºS 41.51ºW
Doce River Valley A511 Timóteo 19.56ºS 42.56ºW

the acronym was explained in the text): Source: Adapted from INMET (2018)

R1. Triângulo Mineiro
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Fig 1. Location of MG state in relation to Brazil, spatial distribution of meteorological stations (+) 
and topography (m) of MG. Different regions within the state are denoted as R1, R2, …R12.
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through Equations 1 and 2 respectively, where σ is the 
standard deviation, v̅ is the average velocity and  
the gamma function (Γ). The parameter “k” is related 
to the shape of the wind speed distribution (dimen-
sionless), and it is strictly related to the standard 
deviation of wind speed data while the parameter “c” 
is directly related to the average wind speed (ms–1) 
(Wais, 2017; Katinas et al., 2018). The parameters of 
the Weibull distribution are a simple way to compare 
different datasets.

k  = 
v

1.086

 (1)

c = v

 1 +  1
k

 (2)

2.3 Wind Power Density (WPD)
Kalmikov (2017) indicates that seasonal mean power 
density (WPD) values are more advantageous than 
wind speed values, especially when comparing lo-
cations with asymmetric frequency characteristics, 
given the sensitivity of WPD to wind variations. 
WPD (W m–2) was calculated from the GFS using 
Equation 3, widely used nowadays. This methodo- 
logy was also applied by Hennessey Jr. (1977), Patel 
(2006), Silva et al. (2016), Reboita et al. (2018a), and 
Emeksiz et al. (2019), and considers the air density  
(ρ = 1.225 kg m–3) and the wind speed (v):

WPD = cp 1
2

  v3
 (3)

Calculating WPD per unit area (W m–2) and con-
sidering the maximum power coefficient (cp) imposed 
by the Betz Law. The Betz Limit shows the maximum 
efficiency can be obtained from a wind turbine is 
59.3%, which means the ratio between the input and 
output of the wind turbine is one third (Manwell et al., 
2009; Burton et al., 2011). Thus, cp = 0.593.

Elliotti et al. (1991) previously used WPD = 
0.955 ρv3 to calculate tables of wind power density 
classification for winds measured at 10 and 50 m. 
Table II is a modified version of the one presented 
in Elliotti et al. (1991), comparing original WPD 
estimates with those calculated from Eqn. 3 and 
including data at 100 m. 

3. Results and Discussion
3.1 Wind Spatial Distribution 
Wind seasonal averages at 10 and 100 m are shown 
in Figures 2 and 3, respectively. Wind averages vary 
over the seasons due to intensification or weakening 
of atmospheric systems, mainly associated with  
the South Atlantic Subtropical Anticyclone (SASA), 
South Atlantic Convergence Zone (SACZ), and 
Frontal Systems (Reboita et al., 2010; Reboita et al., 
2015; Reboita et al., 2019).

GFS indicates that, in general, the wind at 10 m 
(Fig. 2) has low intensity, not exceeding 2 m s–1 in 

Table II - Classification of wind power density, where v is the wind speed (ms–1) and WPD is the wind power density 
(W.m–2). The WPD 1 correspond to values for 10 and 50 m calculated in the original study based on the Rayleigh 
distribution (Elliotti et al., 1991). WPD 2 values were calculated using Equation 3.*Values calculated for 100 m, 
maintaining the calculation standard of the original publication.

Classes 10 m 50 m 100 m

v WPD 1 WPD 2 v WPD 1 WPD 2 v* WPD 1* WPD 2*

1. Poor 0-4.4 0-100 0-52.2 0-5.6 0-200 0-107.6 0-6.2 0-280.6 0-146.9
2. Marginal 4.4-5.1 100-150 52.2-81.3 5.6-6.4 200-300 107.6-160.6 6.2-7.2 280.6-436.9 146.9-228.7
3. Moderate 5.1-5.6 150-200 81.3-107.6 6.4-7.0 300-400 160.6-210.1 7.2-7.9 436.9-578.4 228.7-302.8
4. Good 5.6-6.0 200-250 107.6-132.3 7.0-7.5 400-500 210.1-258.4 7.9-8.5 578.4-711.4 302.8-372.5
5. Excellent 6.0-6.4 250-300 132.3-160.6 7.5-8.0 500-600 258.4-313.6 8.5-9.0 711.4-863.4 372.5-452.0
6. Excellent 6.4-7.0 300-400 160.6-210.1 8.0-8.8 600-800 313.6-417.4 8.0-9.9 863.4-1129.7 452.0-591.5
7. Excellent >7.0 >400 >210.1 >8.8 >800 >417.4 >9.9 >1129.7 >591.5
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the south and 3.5 m s–1 upstate. However, the wind 
speed at 100 m (Fig. 3) shows higher values due 
to surface roughness which tends to decrease with 
height. The northern portion of the State shows wind 
speed average at 10 m between 1 and 2.5 m s–1 during 
austral summer and autumn; at 100 m, average values 
between 3.5 and 4.5 m s–1 were found, respectively. 
During winter and spring, wind-speed values increase 
from 2.5 to 3.5 m s–1 (at 10 m) and from 4 to 6 m s–1 

(at 100 m). A similar pattern is seen throughout the 
state. The wind speed at 100 m is equal to the mini-
mum threshold for energy generation during winter 

and spring (dry season), which is 4 m s–1 (for small 
electric wind turbines) and wind turbines on a scale 
of public utility and 6 m s–1 (wind farms on larger 
scales), according to Culture Change (2017) and 
The Wind Power (2019). The North (R3, see map in 
Fig. 1) and Jequitinhonha Valley (R4) regions have 
the highest wind intensities, agreeing with CEMIG 
(2010). Higher wind speed values during winter and 
spring indicates a possible anti-correlation between 
wind and precipitation which presents minimum 
values in these seasons (Silva and Reboita, 2013; 
Reboita et al., 2015; Reboita et al., 2017; Reis et al. 
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Fig 2. Wind seasonal average at 10 m from 2013 to 2017. Intensity (ms–1) is shaded and vectors indicate wind direction (º).
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2018) and reinforces a positive factor for the expan-
sion of wind power in the state energy matrix. Wind 
farms would have greater production in months with 
low operation of the hydroelectric power plants and 
thus, energy production would be complementary 
between the two sources.

In agreement with ERA-Interim reanalysis data 
and RegCM4 model results by Reboita et al. (2018a), 
wind density values show significant differences  
between northern (R3) and southern (R12) regions  
of MG and higher wind speed values during winter 

and springtime. However, ERA-Interim data present-
ed a higher contrast between those regions; while the 
northern region showed wind intensity lower than 
6 m s–1, the southern region presented values lower 
than 3 m s–1, matching those of the GFS analysis.

Another important factor is that the average wind 
speed is less than the maximum limit, favouring eolic 
energy generation throughout the day and seasons, 
minimizing possible structural problems. Results 
in Figure 4 do not differ significantly from those 
reported by Paula et al. (2017): wind speeds varying 
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A1 A2 A3

B1 B2 B3

C1 C2 C3

Fig. 4. Wind roses determined for the period 2013-2017 in stations: (A) Belo Horizonte, (B) Curvelo and (C) Formiga, 
representing: (1) observed data, (2) GFS data (10 m) and (3) GFS data (100 m). The legend is in ms–1.

from 0.8 to 5.5 m s–1, more intense in winter and in 
northern MG. It is worth mentioning that Paula et al. 
(2017) used only data from meteorological stations, 
and, in addition, authors performed vertical extrapo-
lation of wind speed data to estimate values at 100m.

The wind direction pattern at 10 m and 100 m is 
mainly influenced by SASA, which plays an impor- 
tant role in the climate of South America. Moreover, 
as reported by Reboita et al. (2019), the SASA area 
expands to south and west in climate projections com-
pared to its current climate position. This expansion of 
SASA may affect weather conditions, modifying the 
frequency of dry periods, and directly impacting 
the energy sector in southeastern Brazil. The SASA 
gains strength in winter and extends to the western 
Atlantic Ocean, hampering convective movements 

and cold fronts in southeastern Brazil and, conse-
quently, reducing precipitation rates (Reboita et al., 
2015; Reboita et al., 2017). Therefore, there is a 
possible complementarity between wind and hydro-
electric power plants mainly during the winter (dry 
season) when hydroelectric power plants operate at 
low capacity.

3.2 Analysis of predominant wind direction
Wind direction from GFS results at 10 m was com-
pared with observed wind direction data at twelve 
sites. Wind roses are presented for the predominant 
wind direction from GFS at 100 m. Emeksiz et al. 
(2019) indicate the wind direction analysis can pro-
vide information to support the decision of where 
to install the wind turbines in order to maximize its 
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efficiency. Table III shows that observational data at 10 m 
from stations presented variable directions. In contrast, 
the GFS data at both 10 and 100 m, presented pre-
dominant northeast-southeast direction, while show-
ing differences in wind speed, and not satisfactorily 
simulating the observed direction at 10 m.

As an example, Figure 4 shows that Belo Hor-
izonte (A), Curvelo (B) and Formiga (C) stations 
have a similar predominant wind direction at 10 and 
100 m. In contrast, wind direction from GFS are 
more homogenously distributed. In general, the wind 
turbines would be better positioned in the NE-SE 
direction, where they would experience the highest 
frequency of winds.

Moreover, Figure 4 indicates that wind direction 
patterns from GFS do not show significant differences 
between 10 and 100 m. This absence of changes in 
the wind direction with height over cities (most of the 
stations analyzed are located in or close to urban 
centers) suggests little or no influence of urbaniza-
tion. However, it is well known that urbanization 
increases energy loss at the surface, affecting both 
the intensity and the prevailing wind direction. Large 
urban centers, which expand as population grows,  
undergo processes that involve changes in land 
use and occupancy which, in turn, modify surface 
roughness conditions. GFS is unable to represent 
terrain conditions adequately well in the interpolation 
process of wind direction in these regions.

3.2 Wind variability patterns
In terms of seasonal variability, wind speed averages 
in MG are lower during austral summer and fall, 
coinciding with higher rainfall rates which guarantee 
that hydroelectric plants can operate at maximum 
efficiency. Wind speed averages are higher between 
July and October (austral winter) reinforcing poten-
tial complementarity between higher wind and lower 
precipitation. Thus, during the dry season, stronger 
winds can help meet the state’s energy demand. At 
100 m, cities as Uberlândia, Montes Claros, and 
Teófilo Otoni (located in the Triângulo Mineiro 
(R1), North region (R3), and Mucuri Valley (R5), 
respectively) presented wind speed averages close to 
6 m s–1. Observations and results from GFS at 10 m 
show values between 1.5 and 3 m s–1. The lowest 
wind speed averages were registered between Feb-
ruary and May.

The comparison between observed and GFS pro-
files showed similar patterns in most sites (Fig. 5). 
Best results were found for Belo Horizonte, São 
João del Rei and Varginha (municipalities where 
the stations are located in areas with few obstacles, 
in general, with undergrowth or agricultural planta-
tions), while greater differences can be observed in 
Diamantina, Montes Claros and Juiz de Fora where 
stations are located in areas with larger obstacles 
(such as high rocks in the case of Diamantina) or 
residential areas (in Montes Claros and Juiz de Fora). 
In general, the GFS model overestimated values at 
10 m when compared to the observations, except in 
Diamantina, Juiz de Fora and São João Del Rei (also 
shown by the percentage changes). 

As for diurnal wind speed variability, at 10 m the 
highest speed was recorded at 12 h and the lowest 
between 0 h and 6 h, in agreement with the diurnal  
cycle of the Earth’s surface temperature. At 100 m, 
the highest speed occurred between 0 h and 6 h 
(night and dawn) and decreased throughout the day. 
Observed and GFS profiles show similar patterns at 
most sites (Fig. 6). The GFS model also overestimat-
ed values at 10 m when compared to the observed 
values, except in Diamantina and Juiz de Fora.

3.4 Weibull Distribution
Statistics are used in wind studies to represent wind 
variability and evaluate its evolution, with respect 
to average values and the probability of occurrence 

Table III. Predominant wind direction.

Station Observed
(10 m)

Simulated
(10 m)

Simulated
(100 m)

Belo Horizonte NE - SE NE - SE NE - SE
Curvelo NE - SE NE - SE NE - SE
Diamantina E - S NE - SE NE - SE
Formiga NE - SE NE - SE NE - SE
Juiz de Fora N - E NE - SE NE - SE
João Pinheiro E - S NE - SE NE - SE
Montes Claros N - E NE - SE NE - SE
São João Del Rei E - S NE - SE NE - SE
Timóteo NW - NE NE - SE NE - SE
Teófilo Otoni NE - E NE - SE NE - SE
Uberlândia N - E NE - SE NE - SE
Varginha E - S NE - SE NE - SE
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Fig. 5. Average monthly wind profile (ms–1) observed at 8 selected sites (at 10 m, blue line) compared with derived 
GFS values at 10 m (red dots) and at 100 m (green dots). The black line corresponds to the variance of the observed 
wind at 10m.
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Fig. 6. Diurnal average wind profile (ms–1) observed at 8 selected sites (at 10 m, blue line) compared with derived 
GFS values at 10 m (red dots) and at 100 m (green dots). The black line corresponds to the variance of the observed 
wind at 10m.
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of extreme values, and facilitate the comparison be-
tween data sets. When the Weibull shape parameter k 
presents high values, it indicates little variability of 
the wind speed around an average value, whereas the 
parameter c indicates the average value of the data. 
For observations at 10 m at all sites, k values ranged 
between 1 and 2.16. The values of c presented greater 
variability, as can be seen in Table IV. According to 
Patel (2006), when k is equal or close to 1 the Weibull 
distribution approaches an exponential distribution, as 
in the case of Montes Claros (top-right panel in Fig. 8, 
blue line), and it indicates that most days registered 
calm or very weak winds. When k values equal to or 
close to 2 (Rayleigh distribution), such as in Belo 
Horizonte, Diamantina, Juiz de Fora and Uberlândia, 
present standard distributions of wind speeds (found 
in most places), and in these cases most days have 
speeds below the average speed. 

All observational datasets showed positive asym-
metries, where the modal value < median of the 
values < average speed value (Pishgar-Komleh et al., 
2015). Similar calculations with the GFS datasets at 
10 m and 100 m, result in values of k between 2 and 
3 (Fig. 7 and 8). Also according to Patel (2006), 
distributions with k = 3 (as in Diamantina and Belo 
Horizonte) are similar to a normal distribution, where 
the number of strong winds is equal to the number of 
light winds (symmetric with respect to the mean). The 
parameter c, in general, was close to 3 ms–1 (10 m) 
and 4 ms–1 (100 m). Analyses carried out by Ramos 

et al. (2018) show distribution patterns as positive 
examples for eolic energy generation, as they detect 
only minor problems with the change of the wind 
(winds with less variability).

Results from observations and GFS show that the 
frequency of occurrence of extreme events greater 
than 8 ms–1 is less than 1%. The analysis show that 
the winds have acceptable annual values of k but are 
lower than those found in regions with high wind 
potential, such as the Brazilian Northeast (with k 
values equal to or greater than 6) (CRESESB, 2001).

An accurate and reliable assessment of wind re-
sources plays an important role in the effective use 
of wind energy (Shamshirband et al., 2016). Given 
the variety of studies carried out that confirm the 
efficiency of the Weibull distribution (Shoaib et al., 
2017; Katinas et al., 2018; Souza et al., 2019) in wind 
studies, it can be concluded that the results presented 
show that wind intensity data, provide relevant gen-
eral information on wind variability.

3.5 Wind Power Density (WPD)
Values of WPD depend on the wind turbine model 
with different power coefficients (cp), as expressed 
in Eqn. 3. Figure 9 presents the seasonal average of 
WPD at 100m, considering the air density equal to 
1,225 kg m–3. The left column in Fig. 9 disregards 
the maximum power conversion estimated by the 
Betz Law, which shows maximum yield from a wind 
turbine to be 59.3% (Manwell et al., 2009). WPD 

Table IV. Parameter values k (distribution format, Eqn. 1) and c (average speed, 
Eqn. 2).

Station Observed (10 m) Simulated (10 m) Simulated (100 m)

k c (m s–1) k c (m s–1) k c (m s–1)

Belo Horizonte 2.05 2.42 2.86 2.57 2.59 4.62
Curvelo 1.44 2.15 2.42 2.21 2.16 3.98
Diamantina 2.16 3.67 2.73 2.59 2.79 4.57
Formiga 1.50 2.25 2.52 2.58 2.24 4.62
João Pinheiro 1.53 2.87 2.67 2.78 2.34 4.86
Juiz de Fora 2.08 3.18 2.31 2.09 2.29 3.77
Montes Claros 1.39 1.73 2.58 2.78 2.64 5.30
S. João Del Rei 1.65 2.74 2.57 2.56 2.29 4.65
Teófilo Otoni 1.54 2.20 2.81 2.53 2.39 4.72
Timóteo 1.70 1.37 2.50 1.94 2.31 3.54
Uberlândia 1.90 2.24 2.22 2.78 2.27 4.97
Varginha 1.81 2.22 2.39 2.26 2.09 4.10
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results show lowest values during summer and fall, 
below 70 W m–2 with higher values in the north and 
lower values in the south of MG. During winter  
and spring values are higher, reaching 150 Wm–2 in 
the north region. The right column (Fig. 9) shows 

WPD seasonal average at 100 m, considering the 
maximum power conversion estimated by the Betz 
Law, resulting in an approximate 60% reduction 
compared to the right column. As cp values depend on 
the wind turbine chosen, such reduction is variable, 
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370 R. A. de OLIVEIRA FILHO et al.

and it should be taken into account in the calculations 
as it influences the relationship between wind speed 
and generated power density.

WPD results have a high sensitivity to wind speed; 
therefore, its values are higher when wind speed values 
are higher. Regions with wind speed above 4.5 ms–1 

at 100 m have higher wind energy generation potential. 
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Fig. 8. Same as Figure 7 for the remaining 6 sites.

However, the values are low when compared to re-
sults for the Northeast region of Brazil. Ramos et al. 
(2018) found sites in the Northeast (Alagoas State) 
during the dry season with WPD values around 
700 W m–2, and even during the rainy season, 400 
Wm–2. However, it is important to highlight that 
the Northeast has wind speeds higher than 8 ms–1, 
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Fig. 9. WPD (Wm–2) at 100 m, from 2013 to 2017. Left column: WPD without considering cp. Right column: 
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besides high k values. Other regions with high WPD 
are located south of Bahia (Northeast region) where 
several wind farms already operate.

In terms of areas in the State of MG with the 
highest wind potential, the results confirm areas 
highlighted by ANEEL (2003) and CEMIG (2010), 
but with lower wind intensity and WPD values. 
However, it is important to highlight that the study 
conducted by CEMIG (2010) used atmospheric 
modeling at a higher resolution (3.6 km x 3.6 km) 
than the GFS data. Thus, considering a spatial scale 
of 50 km adapted in this work, one can classify the 
wind potential of MG in Class 1 (Table II).

4. Conclusions
The results of the GFS analysis compared with 
observational data show the seasonal and spatial 
distribution of the wind potential of the State of MG. 
Both at 10 m and 100 m, the lowest wind intensity 
was recorded during summer and autumn, and the 
highest during winter and spring (reaching 4 m s–1 at 
10 m and 6 m s–1 at 100 m). The interaction between 
the wind and the surface influenced the speed values 
(being greater than 100 m). The average hourly wind 
profile indicates greater intensities of the wind at 
12 UTC (at 10 m) and during the night and dawn 
(at 100 m). The spatial distribution analysis shows 

higher wind speed in the Northern Region of MG. 
In comparison with the observed wind speed data, 
in general, the GFS model presents similar patterns 
to those observed, overestimating values in most 
sites, except in Diamantina and Juiz de Fora. As for 
the predominant wind direction, there is a greater 
discrepancy between observed and GFS results; in 
addition, the model creates a similar pattern of data 
at 10 and 100 m, suggesting that the GFS does not 
represent well the surface conditions.

Analysis in terms of Weibull distributions showed 
that most of the sites had a k parameter between 2 and 
3, indicating that, most of the time, the recorded speeds 
are below average values. The parameter c showed 
a greater variability with values close to 3 m s–1 

(at 10 m) and 4 ms–1 (at 100 m). In addition, the fre-
quency of occurrence of extreme events greater than 
8 ms–1 was less than 1%. As for the WPD at 100 m, 
values are higher during winter and spring, reaching 
a seasonal average value equal to 150 Wm–2. In this 
sense, it can be concluded that the North region of 
MG can be characterized as in Class 1, presenting low 
potential and reduced use for electricity generation. 
However, more specific studies with higher spatial 
resolution data are necessary in order to assess the 
areas of hotspots and to verify the economic, social 
and environmental feasibility of implementation of 
wind farms.
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Estimates of regions appropriate for the installa-
tion of wind energy projects require observational 
data at least at 2 vertical levels. Despite of the 
reported limitation of the GFS reanalysis product 
in this study, the methodology applied here can 
be recommended for locations with limited or no 
observational data. The GFS output may need to be 
modified to take into account local terrain features 
that affect both wind speed and direction, such as 
in urban areas. In summary, usage of output from 
atmospheric models (e.g. GFS) and the methodology 
applied in this study can provide accurate information 
for the decision-making process.
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The intensity of the wind is characterized by two functions in the Weibull distribution, a density func-
tion and a cumulative one, which explain the probabilities of occurrence of certain velocity values by 
means of equations and coefficients, where one of the factors k (shape) assumes values that explain the 
variability of the wind. Higher values of k indicate greater constancy of winds, with less occurrence of 
extreme values. Statistical analysis was performed for each selected weather station. The data observed at 
the stations (10 m) and those simulated by the GFS data for the nearest grid points (10 and 100 m) were 
considered. The calculation of the Weibull distribution was performed following the following stages:

1. Calculation of the standard deviation of speeds and average speed in each data set.
2. Calculation of the shape parameter k from Equation 1, which is dimensionless.
3. Using the average speeds and the k values found, the values of the scale factor c were calculated 

in ms–1. The Gamma function Γ has a certain complexity, which is why it was implemented using 
MATLAB® software.

4. Construction of frequency hydrographs, that is, the distribution of wind intensities over time and 
their respective probability densities (using the MATLAB® software).

5. Adjustment of the Weibull curve following the shape and scale factors found. The graphics were 
made using the MATLAB® software.

The values of c and k for each meteorological station and for each data set are shown in Table IV 
and Figures 7 and 8.
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RESUMEN

Las áreas urbanas son importantes contribuyentes al aumento de los niveles globales de CO2 debido a las 
actividades humanas, pero los registros continuos de concentración de CO2 en las ciudades son escasos, 
especialmente en el mundo en vías de desarrollo. En este estudio presentamos cinco años de mediciones 
simultáneas in situ en un campus universitario en el sur de la Ciudad de México (UNAM) y en una estación 
a gran altura, el observatorio atmosférico Altzomoni (ALTZ), a 60 km de distancia del primer sitio. Las 
características de los ciclos diarios, la estacionalidad y las tendencias a largo plazo se extrajeron de ambas 
series de tiempo. El ciclo diario y estacional en la UNAM están dominados por la dinámica del crecimiento 
de la capa límite, mientras que la estacionalidad en Altzomoni está determinada tanto por la meteorología 
local como por la actividad fotosintética de la vegetación. Se estimaron tasas de crecimiento anual de CO2 
de 2.4 y 2.6 ppm año–1 para UNAM y ALTZ, respectivamente, en estrecha concordancia con las tasas de 
crecimiento global reportadas y con estimaciones previas de las tendencias de la fracción molar seca de 
CO2 en columna. El monitoreo simultáneo en los sitios urbano y de montaña reveló un intercambio regular 
de masas de aire entre la ciudad y sus alrededores. El ciclo anual en la UNAM muestra un máximo de CO2 
secundario al final de la estación seca cuya fuente aún no se ha determinado, pero que probablemente esté 
asociado con el arribo de parcelas de aire enriquecidas con emisiones de quemas agrícolas. Asimismo, el 
ciclo diario de CO2 en ALTZ durante la estación seca muestra evidencia de una llegada vespertina de masas 
de aire contaminado de las áreas urbanas vecinas. Este estudio sienta las bases de una próxima expansión en 
los sitios y capacidades de medición de CO2 en el área metropolitana de la Ciudad de México.

ABSTRACT

Urban areas are important contributors to the increase of global CO2 levels due to human activities, but con-
tinuous records of CO2 concentration in cities are scarce, especially in the developing world. In this study we 
present five years of simultaneous, in-situ measurements at a university campus in the south of Mexico City 
(UNAM) and at a high-altitude station, the Altzomoni atmospheric observatory (ALTZ), 60 km apart from the 
first site. The characteristics of the daily cycles, seasonality, and long-term trends were extracted from both 
time series. The features of the daily and seasonal cycles at UNAM are dominated by the dynamics of the 
boundary layer growth, while the seasonality at Altzomoni is determined by both the local meteorology and 
the photosynthetic activity of the vegetation. Annual CO2 growth rates of 2.4 and 2.6 ppm yr–1 were estimat-
ed for UNAM and Altzomoni, respectively, in close agreement with reported global growth rates and with 
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previous estimates of total column CO2 trends. The simultaneous monitoring at the urban and the mountain 
sites revealed a regular exchange of air masses between the city and its vicinities. The annual cycle at UNAM 
shows a secondary CO2 maximum at the end of the dry season, the source of which is yet to be determined, 
but likely due to incoming air parcels enriched with emissions from agricultural burnings. Likewise, the 
daily CO2 cycle at ALTZ during the dry season shows evidence of a daily afternoon arrival of polluted air 
masses from the neighboring urban areas. This study lays the foundation of an upcoming expansion in the 
CO2 measurement sites and capabilities in the metropolitan area of Mexico City.

Keywords: Carbon dioxide, Mexico City, Natural variability, Urban pollution, Long-term trends.

1. Introduction
An interest in determining the natural and anthro-
pogenic trends of carbon dioxide (CO2) began in 
the 1950s after C.D. Keeling performed the first 
continuous measurements to establish a global 
atmospheric record (Keeling, 1960). The amount 
of CO2 in the atmosphere is regulated by a bal-
anced exchange with the Earth’s oceans, biosphere, 
and geosphere. However, recent human activities 
related mostly to fossil fuel combustion and land-
use changes have resulted in a 47% increase in the 
global average CO2 concentration, from 277 ppm at 
the beginning of the pre-industrial era (i.e. 1750) to 
407 ppm in 2018 (Friedlingstein et al., 2019).

It has been estimated that people living in urban 
areas use up 78% of the world’s consumed energy 
and are responsible for emitting more than 60% of 
the anthropogenic CO2, which implies that mitigation 
strategies adopted by city and local governments 
could be the most effective to slow the current growth 
in ambient Greenhouse Gas (GHG) concentrations 
(World Bank, 2010; Bazaz et al., 2018). Efficient 
mitigation policies hinge on having realistic estimates 
of the intensity and distribution of sinks and sources of 
CO2 in the landscape. However, emissions from urban 
environments are commonly estimated from invento-
ries of fixed and mobile sources, emission factors and 
usage data, a type of bottom-up methodology asso-
ciated with considerable uncertainty (Marland et al., 
2009) and updated infrequently. Recent studies have 
shown that in addition to thorough inventories, a com-
bination of continuous monitoring of CO2 dry mole 
fraction at surface stations and atmospheric transport 
modelling are required for a verifiable quantification 
of the emissions landscape in a complex urban en-
vironment (Lauvaux et al. 2013; Bréon et al., 2015; 
Turnbull et al., 2014; Leip et al., 2017; Wu et al., 
2018). By incorporating the movement of air mass-

es within and outside urban boundaries, an integral 
top-down approach can also address the influence of 
non-local sources and sinks that might not be con- 
templated in an urban inventory but nonetheless 
contribute to the urban GHG concentrations. Such a com- 
prehensive appraisal of emissions is still infrequent, 
particularly in cities in the developing world.

The most recent emissions inventory for Mexico 
City Metropolitan Area (22 million inhabitants) 
(SEDEMA, 2018) reports that 52.5 Mt of CO2 were 
emitted in 2016 (10% of the national emissions), 
contributing 62.3 Mt of CO2-equivalent when the 
other main GHGs are considered. The transportation 
sector is responsible for about 65% of the CO2 emis-
sions, while point and area sources contribute up to 
17-18% each. This inventory reports an estimated 
7% uncertainty for CO2 emissions (SEDEMA, 2018), 
calculated from published uncertainties for emission 
factors and activity data, as well as expert opinions, as 
recommended by the Good Practice Guidance of the 
IPCC (IPCC, 2000). There has not, however, been an 
independent verification of either the anthropogenic 
emission values nor their stated uncertainties. Re-
garding monitoring efforts, there are only a few stud-
ies in Mexico documenting regional CO2 variability. 
Continuous CO2 concentrations were measured at 
the Universidad Nacional Autónoma de México 
(UNAM) campus in southern Mexico City during 20 
days in September 2001 with an infrared spectrom-
eter (Grutter, 2003), and reported an average con- 
centration of 374 ppm. Since 2013, CO2 total column 
measurements have been carried out both at UNAM 
and at Altzomoni (Baylon, 2017), a high-altitude rural 
station 60 km ESE from the UNAM campus (Fig. 1). 
Using Fourier Transform Infrared (FTIR) spectrosco-
py in solar absorption mode, this study found annual 
increases of 2.4 ppm yr–1 for 2016 at UNAM, and 
2.6 ppm yr–1 at Altzomoni during the 2013-2017 
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period. Since 2009, NOAA also performs weekly 
flask samplings at the High-Altitude Global Climate 
Observation Center (MEX station, 4,469 m.a.s.l.) 
near Pico de Orizaba, in the state of Veracruz, 140 km 
east of Altzomoni, as part of the Global Greenhouse 
Gas Reference Network sites.

In the top-down approach that combines in situ 
observations of CO2 concentrations with atmospheric 
transport models in cities, a critical consideration is 
the ability of the sampling scheme to discriminate 
between the regional background level and the local 
enhancements of CO2 due to fossil fuel usage in the 
urban area (Turnbull et al., 2014). Coastal locations 
and remote sites have been traditionally selected for 
background measurements, since they are represen-
tative of the global, well-mixed, marine boundary 
layer, free from the influence of local sources or sinks 
of CO2. For a continental city, however, mountain 
stations at nearby locations may be a better option. 
Under the adequate meteorological conditions, these 
sites capture a free-troposphere, regional background 
signal better suited to interpret patterns of regional 
exchange (Zhang et al., 2013; Turnbull et al., 2014; 
Conil et al., 2019). However, city sources and sinks 
may still influence the background sites (Zellweger et 

al., 2009; Zhang et al., 2013; Yuan et al., 2019), thus 
a screening procedure is needed to assure the regional 
background estimation is free from the signal of the 
adjacent urban environment.

In this contribution, we present a 5-year time se-
ries showing the variability of surface CO2 in central 
Mexico using high-precision in situ analyzers at two 
stations, UNAM and Altzomoni, representing urban 
and background environments. Our main objective 
is to describe the measurement systems at both sites, 
examine their performance, and characterize the 
trend, seasonality and daily cycles on each record. We 
aim to examine the suitability of the mountain station 
to monitor regional background conditions, and to 
evaluate the usefulness of this record to discriminate 
between the signals of the biogenic exchanges and 
the anthropogenic enhancement at the urban station.

2. Site description
2.1. The RUOA network
The University Network of Atmospheric Observato-
ries (RUOA, https://ruoa.unam.mx) is comprised of 
16 measurement stations within the Mexican territory 
that provide high-quality data for research and teach-
ing. Six of these stations in both urban and natural 
settings include high precision GHG analyzers and 
all of the RUOA stations are fully instrumented to 
routinely monitor ancillary meteorological variables 
such as air temperature and relative humidity, wind 
speed and direction, global solar radiation and baro-
metric pressure, among other atmospheric parame-
ters. The two stations featured in this study, located 
in central Mexico, are part of this network.

2.2. The urban station
The UNAM atmospheric observatory (19.3262 N, 
99.1761 W, 2280 m.a.s.l.) is situated atop of a 
three-story building on the eastern edge of the UNAM 
main campus (730 ha), in southwestern Mexico 
City, 13 km from the city center (Fig. 1). North and 
west of the observatory, the campus includes low-
rise buildings interspersed with lawns and patches 
of native shrub. To the east, there is a major public 
transportation hub and a compact, low-rise, highly 
populated area flanking the campus (Santo Domin-
go). An urban natural reserve with an area of 237 ha, 
called Reserva Ecológica del Pedregal de San Ángel 

Mexico City

MCMA

UNAM

ALTZ

State of
Mexico

downtown

2,280 m a.s.l.

4,000 m a.s.l.

60 km

10 km

1 kmUNAM

ALTZ

Fig. 1. Location of UNAM station within the Mexico City 
Metropolitan Area (MCMA) and ALTZ mountain site 
(top, left), separated by a line-of-sight distance of 60 km 
(green line); political boundaries of Mexico City and the 
State of Mexico are shown in white and the altimetry is 
shown in the lower panel. Right panels show details of the 
neighboring terrain for UNAM (top) and ALTZ (bottom).

https://ruoa.unam.mx/
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(REPSA), spreads to the south and southwest of the 
observatory and covers a third of the campus area. 
This reserve represents a relict of the vegetation that 
covered this portion of the city before its explosive 
urbanization during the 20th century (Lot and Ca-
marena, 2009). The dominant vegetation type in the 
REPSA is xerophilous scrub with few interspersed 
trees, growing on shallow and low-nutrient soil over 
a basaltic substrate (Rzedowski, 1954). The climate 
is temperate sub-humid (García, 1988), with summer 
rains. Daily records of temperature and precipitation 
are kept by the Meteorological Observatory of the 
College of Geography of UNAM since 1963 (http://
observatoriometeorologico.filos.unam.mx/2016/10/
metadatos-historicos). In a period of 57 years, the 
annual temperature averages 15.6 ºC (min/max range 
from 14.3 ºC to 17.4 ºC), the temperature peaks at 
26.7 ºC on average in May, the warmest month of the 
year (range 23.2 ºC to 30.9 ºC), and the daily min-
imum temperature is 3.9 ºC on average in January, 
the coldest month (range 1.5 ºC to 6.8 ºC). Mean an-
nual precipitation is 870 mm (ranging from 624 mm 
in 1982 to 1201 mm in 2006), 90% of which falls 
between May and October. The annual maximum 
occurs in August and September (~180 mm/month) 
and the minimum in January, when only 5 mm of total 
precipitation fall on average. From RUOA hourly 
records, at a daily scale, wind speed peaks around 
17-18 h and the minimum occurs at 5-7 h. Annually, 
the windiest months are March and April, with daily 
peak wind speeds of 3.0 ± 1.1 m/s on average, while 
the daily minimum peak occurs in December, with 
only 1.9 ± 0.9 m/s on average. The diurnal cycle of 
wind direction will be discussed in terms of its influ-
ence on CO2 mole fraction in subsequent sections.

2.3. The high-altitude station
The Altzomoni (ALTZ) atmospheric observatory 
(19.1187 N, 98.6552 W, 3985 m.a.s.l.) is located 60 km 
ESE in a straight line from the UNAM site (Fig. 1), 
and 48 km at 280º from the city of Puebla (1.5 million 
inhabitants). The observatory lies in a mountainous 
pass between the active Popocatépetl volcano to its 
south, and the dormant Iztaccíhuatl volcano to  
its north, inside the Izta-Popo-Zoquiapan National 
Park and Biosphere Reserve (Fig. 1), far from im-
mediate sources of anthropogenic emissions. The 
immediate surroundings of the observatory are just 

above the timberline (3,700-3,800 m.a.s.l.) (Beaman, 
1962); the vegetation cover consists of subalpine 
grassland dominated by dense tussock grasses and 
some scattered individuals of Pinus hartwegii Lindl. 
Pine trees become more abundant at slightly lower 
altitudes, and along other conifer species form dense 
forests in the hillsides of the volcanic ridge. From 
hourly meteorological records kept by RUOA since 
2011, the mean annual temperature is 4.9 ºC (ranging 
from 4.7 ºC to 5.3 ºC); the warmest month is April, 
with a daily maximum temperature of 9.7 ºC on av-
erage (range from 3.9 ºC to 14.8 ºC), and the coldest 
month is January, with a daily minimum temperature 
of –0.1 ºC on average (range from –6.5 ºC to 4.8 ºC). 
Throughout the year, the diurnal temperature oscilla-
tion is moderate (6.1 ± 1.9 ºC). Annual precipitation 
averages 780 mm (from 573 mm in 2016 to 1052 mm 
in 2013); on an annual basis, 85% of the rain falls 
between May and October. June and August are the 
wettest months of the year (~170 mm/month) while 
December is the driest, with only 5 mm of average 
cumulative rain. Daily wind speed peaks at 10 h from 
October to mid-March at an average of 4.7 ± 2.7 m/s; 
the maximum shifts to a broader peak around 16 h 
during March to May, at 4.1 ± 1.7 mean wind speed, 
and it is displaced to the late evening (20-21 h) for 
the whole summer (June to September), when the it 
reaches 5.6 ± 2.7 m/s on average, the highest daily 
maxima year-round. The weather is also character-
ized by high levels of global horizontal irradiation 
(5.0 kWh m–2), and an average of 32 frost events per 
year. Climate is temperate, semi-cold, sub-humid, 
with a mild summer (García, 1988).

3. Sampling protocols and instrument calibra-
tion
Sampling at the UNAM site of atmospheric mole 
fractions of CO2, CH4, CO and H2O started on July 
of 2014, with a Cavity Ring-Down Spectrometer 
(CRDS) model G2401 from Picarro Inc. Since the 
beginning of its operation and until July 2019, the air 
inlet was located on the rooftop of the observatory, 
at 16 m.a.g.l. The sampling line length from the inlet 
to the analyzer was under 5 m; air was drawn to the 
analyzer with an external low-leak diaphragm pump 
(A0702, Picarro Inc.) and no filtering or air drying 
system was installed. A calibration system was set 

http://observatoriometeorologico.filos.unam.mx/2016/10/metadatos-historicos
http://observatoriometeorologico.filos.unam.mx/2016/10/metadatos-historicos
http://observatoriometeorologico.filos.unam.mx/2016/10/metadatos-historicos
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up in December 2018, when three 29-liter gas tanks 
(see Table I), traceable to the WMO X2007 scale for 
CO2, were acquired from the National Oceanic and 
Atmospheric Administration Earth System Research 
Laboratory (NOAA ESRL). Each gas cylinder was 
equipped with a Scott Q1-14B nickel-plated brass 
regulator (Air Liquide) and connected to a program-
mable 8-port rotary valve (EMTSD8MWE, VICI) 
that selects between gas streams. The sampling line 
was replaced by a dedicated tubing of ¼” OD (Syn-
flex 1300, Eaton); air drawn from the inlet passes 
through a 2 μm ceramic filter (FS-2K, M&C Tech-
Group), a 2 μm sintered filter (SS-2F-2, Swagelok), 
and then to the rotary valve. Before reaching the an- 
alyzer, the air is dried using a Nafion membrane 
(MD-070-144S-4, PermaPure) in ‘reflux mode’: the 
stream of dried air from the low-pressure exhaust of 
the analyzer as a purge gas in counter-flow.

Prior to installing the Nafion dryer, a single cal-
ibration was performed on December 2018 without 
drying the sample, and the resulting coefficients were 
retroactively applied to correct all past measurements. 
Additionally, the sensitivity of the Picarro analyzer to 
varying levels of humidity in the incoming air stream 
was tested through the water droplet method (Rella et 
al., 2013). A 0.2 ml droplet of ultra-pure water (Mil-
li-Q, Millipore) was injected with a syringe directly 
into the inlet of the CRDS instrument, upstream of the 
hydrophobic internal filter, in order to humidify 
the dry gas stream from a gas tank. The wetted 
internal filter is progressively dried by evaporation 
with the dry air stream applied, which results in a gas 
stream with a stable GHG dry mole fraction and a 
decreasing water vapor content. The procedure was 
repeated three times and the results used to assess the 

Picarro built-in correction and to derive analyzer-spe-
cific coefficients to correct for the effects of H2O on 
the GHG dry mole fraction measurement, mainly 
dilution and spectral line broadening. After these 
initial tests, a monthly calibration was established.

In March 2019 a second and longer dedicated 
sample tube was installed at a nearby tower so that 
the inlet reached 24 m.a.g.l., in order to reduce 
high-frequency variations from local sources. During 
a period of about 5 months, the incoming air stream 
to the analyzer was alternated between the low and 
high inlet every 15 min; the first 5 min of each pe-
riod were discarded, and the molar fraction of CO2 
was compared between heights. On 23 August 2019 
the lower inlet was cancelled; however, given that the 
measurements done at 24 m comprise a minor portion 
of the dataset all analysis presented here are based 
solely on the roof-level data.

In August 2019 the set of NOAA cylinders was 
replaced by three calibration tanks and one short-term 
target tank (40 l) provided by LSCE, and calibrated 
against their NOAA secondary scale (Table I). This 
set of standards encompass a higher range of molar 
fractions of CO2 (and CH4) that are better suited for 
the higher values expected in the urban atmosphere 
of Mexico City. A target tank which does not par-
ticipate in the calibration corrections, is measured 
routinely as a quality control (Laurent, 2017). A final 
measuring protocol with the target tank alternating 
with the sampling line and one calibration per month 
was established (Table II).

A CRDS analyzer (Picarro G2401) was installed at 
ALTZ on August 2014. On December 2018, a single 
calibration using the NOAA standards was performed 
on the analyzer and the resulting coefficients applied 

Table I. Characteristics and site of deployment of calibration standards and target gas cylinders.

Tank ID Lab CO2
(μmol mol –1)

CH4
(nmol mol –1)

CO
(μmol mol –1)

Deploymenta

Dec 2018- 
Aug 2019

Aug 2019- 
ongoing

CC506424 NOAA 391.16 1827.25 unknown UNA.Cal1 ALZ.Cal1
CB11619 NOAA 405.21 1896.25 unknown UNA.Cal2 ALZ.Cal2

CC506485 NOAA 420.22 1961.20 unknown UNA.Cal3 ALZ.Cal3
D856136 LSCE 366.69 1721.43 222.43 -- ALZ.TGT

a Cal: calibration tank; TGT: target tank.
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to past measurements. The water droplet test de-
scribed above was also carried out. Initially the gas 
sampling tube was connected to a glass manifold 
that extended above the roof of the enclosure and 
reached a height of aprox. 4 m.a.g.l. The inlet was 
replaced by a dedicated sampling line of ¼” OD 
(Synflex 1300, Eaton) at the same height on January 
2019; air is drawn by the external diaphragm pump 
of the CRDS analyzer and passes through a 2 μm 
ceramic filter (FS-2K, M&C TechGroup) before 
reaching the analyzer.

On August 2019, a calibration system was set up 
at ALTZ using the three NOAA calibration standards 
previously deployed at UNAM (Table I), with an 
identical valve and filters, and an identical measuring 
and calibration sequence (Table II). A Nafion dryer is 
yet to be installed. At this date the UNAM calibration 
scale was changed with a set of tanks (traceable to 
WMO-X2007 reference scale) provided by LSCE. 
Since the measurements made after this change are 
not used in this study, we do not describe this new 
scale further.

4. Data processing
4.1 Record filtering, seasonality extraction and 
trend retrieval
The spectrometers at both locations collect raw 
data at ~0.3 Hz. The data were averaged and their 
standard deviation calculated per minute, then per 
hour. Calibration periods and times affected by any 
operator’s interference with the instrument were 
flagged out, which amounted to 4.6% of hours at 
UNAM and 15.8% at ALTZ. Daily averages were cal-
culated on the filtered datasets. Hourly data were de- 
trended by subtracting the daily mean from each 
hourly average in order to estimate diurnal cycles 

for each station, free of the influence of the seasonal 
cycle and long-term trend.

To extract the trend and the seasonal features of 
the evolution of CO2 at each station, the hourly data 
were filtered to include only nighttime periods rep-
resentative of background conditions at ALTZ and 
those under well-developed turbulence conditions at 
UNAM. We looked for correlations between dry-air 
CO2 mole fractions and local meteorological condi-
tions (e.g. wind direction, wind speed, temperature), 
but no clear patterns emerged. The filtering criteria 
were thus based only on time-of-day and statistical 
variability.

Seasonal features, peak-to-trough amplitudes, 
and long-term trends were estimated for each sta-
tion using the curve fitting described in Thoning et 
al. (1989) and the Python code made available by 
NOAA (Thoning, 2018). This fitting procedure finds 
a function with a number of polynomial terms and a 
number of harmonics that approximate the long-term 
trend of the data and the annual cycle, respectively. 
We used two polynomial terms and four harmonic 
terms in our function fitting. The residuals were 
then filtered through two low-pass filters, one short- 
term (80 days) to smooth the data, and one long-term 
(667 days) to capture interannual variations not deter-
mined by the fitted function. The polynomial portion 
of the fitted function plus the residuals of the long-
term cutoff filter give a trend series that represents 
the de-seasonalized upward growth of the CO2 con- 
centration. The first derivative of this trend series 
constitutes a continuous growth rate series, i.e. the 
rate of change of the upward trend. The trend was also 
used to compute a discrete annual growth rate of CO2, 
defined as the difference between the average  
CO2 mole fraction for the month of December of any 
given year and January of the following year, and 

Table II. Final measurement and calibration scheme for Picarro analyzers on UNAM and ALTZ stations.

Injection duration (min) Cycles Frequency

Calibration standard 1 20 4 Monthly
Calibration standard 2 20 4 Monthly
Calibration standard 3 20 4 Monthly

Short-term target 20 1 Every 6 h
Atmospheric air 1200
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the average mole fraction recorded during the same 
pair of months of the preceding year (Dlugokencky 
and Tans, 2019).

4.2. Uncertainties
The two analyzers installed at UNAM and ALTZ 
were purchased on 2014 and they were both man-
ufactured by Picarro Inc. at the same period (S/N 
CFKADS2141 and CFKADS2142). The precision 
of the two instruments, calculated as the standard 
deviation of raw data over 1-minute intervals when 
measuring calibration gases, are equal to 0.03 ppm 
and 0.024 ppm respectively for UNAM and ALTZ. 
This is compatible with the precisions calculated 
for similar instruments deployed at ICOS sites in 
Europe (Yver Kwok et al., 2021). Unfortunately, the 
instruments were operated without reference mea-
surements from summer 2014 to December 2018, 
so we cannot fully characterize the repeatability 
and drift for this period. Regular measurements of a 
target gas at UNAM, performed once per day since 
December 2018, show a very stable repeatability of 
0.02 ppm. Monthly calibrations done at UNAM since 
December 2018 do not indicate a significant drift. We 
assume that the calibration coefficients established in 
December 2018 in the two stations had not changed 
since the summer of 2014. This assumption leads to 
an increasing uncertainty the further we go back in 
time. Most G2401 analyzers have a low CO2 drift, but 
a drift up to 0.1 ppm yr–1 cannot be excluded (Yver 
Kwok et al., 2015).

It is important to point out that the calibration 
scale used at UNAM does not cover the full range 
of measurements, especially the high concentrations 
observed at night. Indeed, at UNAM, 8% of the day-
time observations and 22% of the night time hourly 
means are above 450 ppm. However, the Picarro 
G2401 has been evaluated at different laboratories 
and has exhibited remarkable linearity. Yver Kwok 
et al. (2015) have tested the same instrument for CO2 
concentrations up to 500 ppm, and the NOAA central 
laboratory uses an earlier version of the same CRDS 
analyzer (Picarro G2301) to certify calibration mate-
rial up to 600 ppm (Tans et al., 2017). Both studies 
show the response of the CRDS instrument to be 
linear. The results of the linear fit to our sequences 
of three calibration tanks indicate that the reduced 
scale does not have an impact on the linearity of the 

instruments’ response. The residuals of the linear 
regressions are within a min/max range of –0.02 to 
+0.04 ppm and –0.02 to +0.03 ppm for UNAM and 
ALTZ, respectively. The mean RMSE for all instanc-
es of the calibrations are 0.01 ppm for UNAM, and 
0.02 ppm for ALTZ.

The humidifying technique of the water droplet 
performed on site allows the evaluation of the built-in 
factory water vapor correction, and the determination 
of a new correction, specific to the tested analyz-
ers, with an uncertainty typically around 0.03 ppm 
for CO2 (Laurent et al., 2019). The built-in factory 
correction assessment showed an unusual CO2 re-
sponse to H2O with a residual correction error of 
–0.22 ± 0.02 ppm and –0.03 ± 0.02 ppm for UNAM 
and ALTZ respectively, over their site-specific H2O 
atmospheric range. The residual error of the specific 
H2O correction determined on site was estimated 
to be between –0.05 ppm and +0.05 ppm for CO2, 
depending on the H2O content. Even though the 
new specific correction seems to improve the perfor-
mance, it has not been implemented on the database 
yet, due to our low confidence on the unusual CO2 
response to H2O. Indeed, the droplet test must be 
performed again on site in order to increase this level 
of confidence. Moreover, the H2O correction resi- 
dual error may drift over time for CO2. The drift mag-
nitude depends on the H2O content: below +0.01 ppm 
CO2 per year for H2O lower than 10 000 ppm and 
up to +0.03 ppm CO2 per year for H2O between  
20 000 and 25 000 ppm (Laurent et al., 2019). In 
consequence, with a H2O content typically below 
15 000 ppm at UNAM and 10,000 ppm at ALTZ 
during the dry season (November to April), the H2O 
correction drift is not significant (below 0.05 ppm 
CO2) for either station over the 4-year period preced-
ing the water droplet test (December 2018). During 
the wet season (May to October), with a H2O content 
up to 25,000 and 20,000 ppm respectively for UNAM 
and ALTZ, the H2O correction drift may induce a 
residual error up to –0.14 and –0.11 ppm of CO2 at 
these locations, respectively, on the oldest data and 
highest H2O content. However, based on experience 
collected by testing more than 50 CRDS analyzers at 
LSCE (Laurent et al., 2019), the factory water vapor 
correction assessed on UNAM and ALTZ analyzers 
does not show a typical drifted response to H2O. At 
this stage, the overall uncertainty related to the water 
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vapor correction for UNAM and ALTZ is estimated 
at ±0.2 ppm and ±0.05 ppm CO2, respectively, over 
the whole period.

5. Results and Discussion
5.1. Daily cycles
The average daily course of CO2 molar fractions at 
UNAM is presented in Figure 2A, for both week-
days (Monday to Friday) and weekends/holidays. 
Irrespective of the day of the week, the overall 
pattern is consistent with a dominant effect of the 
boundary layer height on the CO2 concentration. A 
maximum CO2 level is reached daily between 6 and 
7 h (all times are LST), then as sun rises and warms 
the surface, the boundary layer grows and turbulent 
mixing of the atmosphere increases, as described by 

García-Franco et al. (2018). The CO2 is diluted over 
a larger air volume, so its concentration decreases 
steadily, down to its minimum at 16 h. After sunset, 
the increase in atmospheric stability reduces the depth 
of the boundary layer and produces a steady buildup of 
CO2 during the night in this shallower layer.

A further inspection of the prevalent wind di-
rection at different times of the day confirms that 
the boundary layer dynamics is the main controller 
of the observed CO2 cycle and offers some insight 
into the influence of the underlying urban surface. 
The polar histograms inserted into Figure 2A show 
a rapid change in the predominant wind direction 
from the NW quadrant at night (23 - 8 h) to NE-SE 
sector for most of the day (8 - 15 h), while from 16 h 
to 23 h the wind directions are more evenly dis-
tributed over the NE to WNW sector. The location 
of the UNAM station is such that the wind coming 
from the west should carry the signal of the more 
vegetated surface that releases CO2 at night, while lar- 
ger emissions could be expected from the more 
urbanized and almost devoid of vegetation eastern 
sector during the day. However, the observed daily 
pattern does not show an association between the 
relative position of the station and the wind direction, 
as the concentration falls steadily during the times 
of the day when the predominant wind comes from 
the heavily populated sector. The nighttime buildup 
might include the CO2 respired by the vegetation 
on the campus side, but the observed enhancement 
occurs year long and even intensifies in winter, when 
the vegetation is less active.

In megacities where large anthropogenic emis-
sions dominate, CO2 molar ratio may differ between 
weekdays and weekends since traffic and other hu-
man activities in general diminish noticeably during 
non-working days. Analyses of surface CO2 records 
in Melbourne (Coutts et al., 2007), Lecce (Italy) 
(Contini et al., 2012), Mexico City (Velasco et al., 
2014), Helsinki (Kilkki et al., 2015), Sakai (Ueya-
ma and Ando, 2016) Beijing (Cheng et al., 2018) 
and Chennai (Kumar and Nagendra, 2015), have 
found perceptible influences of traffic volume on 
daily concentration and flux patterns. Even in remote 
marine stations and continental mountain measure-
ments, the weekly periodicity of the anthropogenic 
activity of nearby cities has been detected and used to 
unravel the biogenic and anthropogenic contributions 

Fig. 2. A) Diurnal cycle of hourly, detrended CO2 measure-
ments at UNAM for weekdays (green) and weekends/hol-
idays (blue). The polar plots inserted show the frequency 
distribution of wind directions for the periods 0-8 h, 8-16 h, 
and 16-24 h. B) Mean diurnal difference in CO2 molar 
fraction sampled at 16 m and 24 m.a.g.l between March 
8th and August 23rd, 2019. Error bars are 95% CI. C) Box 
and whiskers plot of difference in molar fraction between 
heights. Percentiles shown are the 1st and 99th (crosses), 
10th and 90th (cap of whiskers), 25th, 50th and 75th (box). 
The central black dot indicates the mean.
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to atmospheric CO2 (Cerveny and Coakley, 2002; 
Yuan et al., 2019). However, it is also common for the 
daily to seasonal variability of urban environments 
to be driven by the dynamics of the boundary layer 
depth, concealing the signal of the human activity, 
as has been shown in locations like Basel (Schmutz 
et al., 2016), and in suburban and central London 
(Hernández-Paniagua et al., 2015; Helfter et al., 
2011). At UNAM, we found similar daily cycles of 
CO2 molar ratio for weekdays and weekends/hol- 
idays (Fig. 2A). On non-working days, a peak anom-
aly of ~17 ± 3 ppm with respect to the daily average 
occurs between 6 and 7 h, while during the weekdays 
the peak reaches 20 ± 4 ppm. The only noticeable but 
transient difference between days of the week occurs 
in this early morning maxima for April and May (not 
shown), when it reaches 32.6 ± 4.0 ppm above the 
daily average from Monday to Friday, in contrast to 
23 ± 3 ppm during weekends and holidays. On the 
year-round average, the mean daily amplitude (peak 
to trough) during weekdays is 45 ± 17 ppm, and 
43 ± 18 ppm during non-working days. Weekday 

and weekend daily courses show considerable over-
lap, and there are no evident features associated to 
diurnal changes in traffic volume.

Our analysis indicates that there is a significant 
positive difference between the roof level measure-
ments and those made 8 m above, for the period 
between March and August 2019 (mean difference 
1.23 ppm, [1.15, 1.37] 95% CI) (Fig. 2B, 2C). This 
gradient reaches a maximum of 4 ppm at 6 h, co-
inciding with the largest CO2 accumulation in the 
stable surface layer before dawn (Fig. 2B). The 
difference decreases rapidly as the turbulent mixing 
takes up in the early morning, remains stable until 
17 h, and begins to gradually grow again as the sun 
goes down. On average, between 9 h and 17 h the 
difference between the two sampling levels is equal 
to 0.31 ± 0.20 ppm.

At ALTZ, four diurnal cycles in the de-trended 
CO2 mole fraction can be distinguished as the year 
progresses (Fig. 3). The periods roughly correspond 
to dry wintertime (Jan-Mar), dry springtime (Apr-
May), rainy season (Jun-Oct) and late fall (Nov-Dec), 

Fig. 3. Diurnal cycles from hourly, detrended CO2 measurements 
at Altzomoni (ALTZ) for different periods of the year. Inserts are 
circular histograms of the wind direction for the periods delimited 
by the light gray vertical lines.
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when some precipitation may still occur. The overall 
average daily amplitude is 7.2 ± 2.5 ppm; it goes 
from a minimum of 5.7 ± 2.1 ppm in the dry winter 
period to a maximum of 8.3 ± 2.3 ppm in the rainy 
season. From November to May, the daily maximum 
occurs in the evening, between 18 and 21 h, and the 
mean concentration continues to decrease the rest of 
the night. During the rainy season the maximum is 
displaced to a later period (0-5 h) and the CO2 mole 
fraction is mostly constant throughout the night. A 
sharp decrease ensues sunrise, and the minimum is 
reached from 9 -11 h; slightly earlier in Apr-May 
(~9 h) and slightly later from June to Dec (~11 h). 
From June to October the afternoon increase from 
the minimum CO2 mole fraction is slow up to 16 h, 
and then increases quickly back to nighttime values.

In general, the seasonal changes in daily patterns 
of surface CO2 at the ALTZ mountain site are con-
sistent with a combination of the aforementioned 
regional boundary layer dynamics and the local 
effect of vegetation activity. The tussock grasses in 
the immediate vicinity of the station and the coni-
fers covering the hillsides of the mountainous range 
capture and release carbon more actively during the 
warm, wet season. After the onset of the rains in 
May, we observe a larger daily amplitude of the CO2 
cycle, a more prolonged afternoon minimum, and a 
larger accumulation at night from June to October, 
all consistent with increased photosynthetic uptake 
during the day and increased respiration by vegetation 
at night. However, a stronger vegetation sink and a 
more effective vertical mixing of the surface layer 
are correlated on daily, seasonal and annual basis, so 
their relative contributions to the daily patterns along 
the seasons are not easily unraveled.

One interesting feature of the daily cycle of the dry 
season, is a small but consistent enhancement from 
midday to the late afternoon (11-16 h). It is more 
prominent in April and May, and although present 
during the rainy season, it is considerably shortened 
(12-15 h). This afternoon enhancement could be the re- 
sult of a change in local biogenic emissions, the 
transport of air parcels enriched with anthropogenic 
CO2 from adjacent cities, or a mixture of these sit-
uations. It has been documented that the convective 
boundary layer starts to develop over Mexico City 
one hour after sunrise and reaches 2000 m above 
UNAM’s elevation around midday (Shaw et al., 2007, 

García-Franco et al. 2018). From January to May, 
wind from the WNW sector dominate from 0 to 16 h 
(Fig. 3), consistent with an upslope flow of polluted 
air masses from the MCMA arriving to ALTZ at 
midday. In contrast, wind from the E-ESE prevails 
from June to October; if no recirculation occurs, the 
smaller increase in CO2 from 12 to 15 h in the rainy 
season could be the result of lower emissions from 
Puebla reaching ALTZ, having being partially offset 
by the photosynthetic uptake of crops and forests as 
air traversed over the valley and the mountain slope. 
Granted, the anemometer used in this analysis is 
situated only at 5 m.a.g.l. at the station, therefore 
its measurements are likely influenced by the local 
topography and might not reflect regional circulation. 
However, the detection of an enhancement of other 
combustion-related tracers such as CO and NOx at the 
Altzomoni station during the afternoon is consistent 
with polluted air parcels being transported from the 
major neighboring cities (Whiteman et al., 2000; 
Baumgardner et al., 2009). Preliminary analyses of 
FTIR solar absorption measurements at Altzomoni 
show larger CO total columns from January to June, 
and transient elevated values around 15 h and 18 h 
in April and May only (N. Taquet, unpublished data).

At the end of the dry season, a contribution from 
biomass burning to CO2 levels can also be expected 
from both forest fires and prescribed agricultural 
burnings, a common practice in the region. However, 
this alone would not explain the persistence of the dai-
ly enrichment well into July and August, in the mid- 
dle of the rainy season, because most natural and 
manmade fires take place in March and April, are 
less frequent in May, and stop after the rains start 
(Gutiérrez Martínez et al., 2015).

5.2. Seasonal variation and long-term trend
The hourly measurements obtained at UNAM from 
July 2014 to August 2019 present a large variability 
(Fig. 4, gray). Once the invalid data -previously 
defined as calibration periods and times when oper-
ator interference occurred- are discarded, the hourly 
average of CO2 mole fraction ranges from 392 to 
577 ppm. The overall mean (± SD) of the original 
(not de-trended) series is 427.7 ± 16.5 ppm. Values 
in excess of 450 ppm constitute 17% of the dataset. 
The average mole fraction are in reasonable agree-
ment with a previous study of flux measurements 



387Urban and background CO2 in central Mexico

over a densely populated neighborhood in Mexico 
City, in which Velasco et al. (2005) found a mixing 
ratio range of 398 to 444 ppm, and an average of 
421 ppm. The slightly higher mean concentration 
reported here could be attributed to a combination 
of the CO2 added to the atmosphere between 2003 
and 2018 globally (35 ppm) (Dlugokencky and Tans, 
2019) and the increase in CO2 emissions that the city 
has experienced in the years since the Velasco et al. 
(2005) study took place. The official CO2 annual 
emissions in 2004 were 35.8 Mt (SEDEMA, 2008) 
and 52.5 Mt for the year 2016 (SEDEMA, 2018). 
Additionally, sampling in the earlier study took place 
during a short, three-week campaign in spring which 
included Easter week, a holiday period for schools 
in Mexico (Velasco et al., 2005). Our CO2 levels are 
comparable to those reported for other megacities 
like Beijing (Song and Wang, 2012) where monthly 
averages range from 400 to 440 ppm. Similar concen-
trations are also observed in Paris, Cité des Sciences, 
where the CO2 average observed over the same 
period (2015-2019) equals 426 ppm, with a higher 
variability in the hourly concentrations, ranging from 
388 to 754 ppm (Lian et al., 2019), probably due to 
a more dynamic atmospheric boundary layer (Pal 

and Haeffelin, 2015). On the other hand, the short 
term variability (calculated as the hourly standard 
deviation of minute averages) is higher at UNAM 
site (3.6 ppm) compared to Cité des Sciences in Paris 
(2.0 ppm), which probably reflects a higher exposure 
to local sources of CO2.

In order to estimate the five-year trend in the 
UNAM series, we selected only daytime periods 
from 13 to 17 h, with hourly standard deviations 
SD < 6 ppm. These filters simultaneously exclude 
hours when transient and very local effects were re-
corded (e.g. people working close to the gas intake), 
and periods when hour-to-hour means differ by more 
than 3 ppm. Point-like local disturbances are less 
common at night, but CO2 concentrations steadily 
rise all night long as the boundary layer stability 
increases; additionally, nocturnal CO2 exhibits larg-
er effects of seasonality compared to daytime (not 
shown). We excluded also the observations made at 
a higher level above ground starting on August 2019. 
Therefore, the trend, seasonal amplitude, and growth 
rate were computed for the period between July 2014 
and August 2019 only.

The results of fitting NOAA’s CCGCRV func-
tion (Thoning et al., 1989) to the filtered dataset at 
UNAM are also depicted in Figure 4. We estimated 
an annual growth rate of 2.4 ppm yr–1 for 2014-2019, 
slightly lower than the global growth rate and the 
rate reported for Mauna Loa (both 2.6 ppm yr–1) 
over the same period (Dlugokencky and Tans, 2019; 
Tans and Keeling, 2019). The continuous growth rate 
shows a maximum at the end of October 2015 and a 
minimum at the end of July 2018 (Fig. 4). Our time 
series is too short to attempt a correlation between 
the observations and inter-annual climate drivers, 
but it is worth mentioning that from March 2015 and 
March 2016, one of the strongest ENSO events on 
record took place (Chen et al., 2017). In Mexico, the 
El Niño phase of ENSO is associated with negative 
precipitation anomalies in the northern and central 
parts of the country, which can reach deficits of up 
to 250 mm in the southwestern area of Mexico City, 
causing increased drought and a higher occurrence 
of forest fires (Bravo-Cabrera et al., 2018).

A measurement of the evolution of the concentra-
tion of CO2 in the atmosphere that is closely related 
to the annual growth rate is the slope of the poly-
nomial component of the fitted CCGCRV function 
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(Thoning et al., 1989), which we estimated also as 
2.4 ± 0.5 ppm yr–1. This value is directly compara-
ble and identical with the yearly gain estimated by 
Baylon (2017) for total column CO2 at the same site 
for the year 2016.

The seasonality of data at UNAM is presented 
in Figure 5. Annual averages were subtracted from 
daily data to remove the long-term trend from the 
seasonal change. There is an annual maximum in 
mid-December, likely due to the shallower boundary 
layer that prevails during winter (García-Franco et al., 
2018), as previously explained. The summer-autumn 
minimum occurs in mid-September, when both the 
dilution of trace gases in a deeper convective bound-
ary layer and more active urban vegetation draw 
down of CO2 occurs. A secondary maximum occurs 
consistently right before the onset of the rains; we 
suggest that it is likely not thermally-driven but re-
flects 1) a significant contribution of transported CO2 
from agricultural burnings and forest fires outside 
the city, which peak at this time of year, and whose 
effects on air quality in the city’s metropolitan area 
have been documented elsewhere (i.e. Yokelson et 
al., 2007; Tzompa-Sosa et al., 2016), and 2) the lack 
of photosynthetic uptake by vegetation and the domi-
nance of respiration at the end of the dry period. A si-
multaneous increase in the concentration of other gas-
es and biomass burning tracers in the particulate mat-
ter added to the atmosphere during the spring months 
would lend support to the biogenic origin of these 
enhancements. Indeed, a preliminary analysis of the 
CH4 data from the Picarro in our study suggests that 
minor enrichments do occur in April and May for 
three out of five years of observations at UNAM 
(2015-2019). However, in general, the concentration 

of CH4 in the city is highly variable and it shows large 
events likely of local origin throughout the year (Be-
zanilla et al., 2014). A more comprehensive analysis 
of wind trajectories of the spring enhancements and 
a concurrent measurement of other biomass burning 
products is warranted for a more conclusive attribu-
tion of emissions to a specific source.

The daily amplitude shows little seasonality, with 
a maximum in late fall (50.5 ± 18.9 ppm; Nov-Dec) 
and a minimum in the dry winter (42.2 ± 14.9 ppm; 
Jan-Mar), the latter is not significantly different from 
the rainy season (43.0 ± 18.3 ppm; Jun-Oct) or the 
dry season average (45.5 ± 14.8 ppm, Apr-May). The 
average seasonal amplitude was 8.9 ppm, with little 
interannual variation (8.2 ppm in 2018 to 10.2 ppm 
in 2015). In the only other long-term CO2 monitoring 
study in a tropical city that we are aware of, Roth et al. 
(2017) showed a larger seasonal amplitude of ~14 ppm 
for Singapore.

Seasonality and trend for ALTZ were computed 
using only nighttime data (19 to 5 h) and hourly av-
erages with standard deviations lower than 2.0 ppm. 
The selected daily period is the most appropriate to 
avoid the influence of either local vegetation activity 
or polluted air masses from urban areas, and therefore 
suitable to monitor conditions representative of the 
free troposphere. The overall mean CO2 mole fraction 
is 406.2 ± 5.6 ppm, slightly higher than NOAA’s 
global average for the same period (404.9 ppm). We 
found an annual average growth rate of 2.6 ppm yr–1 
from 2015 to 2019, and again, like at UNAM, the 
continuous growth rate shows a maximum during the 
second half of 2015 (Fig. 6). The annual growth rate 
at ALTZ is in agreement with NOAA’s global rate and 
Mauna Loa’s (2.6 ppm yr–1), but is slightly higher than 
the annual growth rate we obtain from NOAA’s data 
taken at the MEX station in Veracruz (2.4 ppm yr–1) 
over the same period, at almost the same latitude but 
further away from the influence of large cities and 
at a higher altitude. In short times series, however, 
trend estimates and computations of growth rates are 
very sensitive to high or low years, so meaningful 
comparisons are difficult to establish at this point. 
The slope of the first-degree polynomial of the CCG-
CRV adjusted curve is 2.7 ± 0.0 ppm yr–1, close to 
the comparable annual increment derived from the 
total column measurements for the period 2013-2017 
(2.6 ppm yr–1) (Baylon, 2018).
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A marked seasonal cycle is discernible with a 
maximum between the last week of April and the 
first half of May, and a minimum in the last days of 
August and the first week of September. The cycle 
presents an average amplitude of 10.0 ppm, ranging 
from 8.4 ppm in 2015 to 10.6 ppm in 2018. In order 
to highlight local contributions to the seasonality of 
the CO2 annual cycle, we extracted the de-trended 
monthly means and compared them to the typical 
seasonal cycle estimated from the reference Marine 
Boundary Layer (MBL) time series at a latitude of 
19º N, for the period 2015-2019 (Fig. 7). The ref-
erence MBL record is computed from averages of 
weekly measurements of several long-lived atmo-
spheric trace gases from the Cooperative Global Air 
Sampling Network (Conway et al., 1994). A subset 
of the sites is selected for the CO2 MBL reference; 
only remote, sea level marine sites that sample well-
mixed air from onshore prevailing wind directions are 
considered. The time series is therefore representative 
of background conditions of CO2 in the atmosphere.

Times of seasonal maximum and minimum con-
centrations are coincident in both datasets, and in 
general both curves exhibit considerable overlap, 
although peak-to-trough seasonal amplitude is lower 

for the MBL (8.8 ppm), as data from ALTZ shows 
a slightly higher annual maximum in May probably 
due to the influence of polluted air masses. From De-
cember to February, the atmosphere at ALTZ shows 
a lower CO2 mole fraction compared to the MBL. 
Although no systematic observations of photosyn-
thesis by individual species have been carried out at 
ALTZ, casual observations indicate that the mixture 
of alpine grassland and conifer forests that surround 
the station stays more active in late fall and winter 
than most broad-leaved forests in mid latitudes. 
The evergreen vegetation would tend to prolong the 
carbon uptake season compared to species that shed 
the leaves in the cold season and become dormant, 
so the differences observed between the MBL signal 
and ALTZ are likely reflecting the influence of the 
regional vegetation acting as a sink for atmospheric 
CO2 during winter.

6. Conclusions
We examined five years of continuous surface CO2 
measurements at an urban station in southern Mexico 
City and at a high-altitude station 60 km away from 
the first. The daily and weekly variability of the urban 
site is dominated by the dynamics of the boundary 
layer depth, with no discernible association to traffic 
volume patterns or the degree of urbanization of the 
source area of incoming air. At Altzomoni, the high- 
altitude station, the daily cycle shows also the influ-
ence of the thermally-driven growth of the regional 
boundary layer, but the effect of the photosynthetic 
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activity of the vegetation controls the features of the 
cycle throughout seasons, in a pattern consistent with 
other vegetated surfaces in the northern hemisphere.

The filters applied to the urban record effective-
ly screened out local influences in the immediate 
vicinity of the air intake, and left only periods of 
maximum vertical mixing every day. At Altzomoni, 
the exclusion of daytime values was effective to 
ensure that trend and seasonality of CO2 concentra-
tion were examined under conditions representative 
of the free troposphere. This background record 
thus constitutes a suitable baseline to evaluate the 
evolution of the emissions in the city, as well as 
the efficacy of mitigation policies. In fact, several 
features of the regional atmospheric CO2 exchange 
can only be evaluated as a result of the monitoring 
of urban and rural sites simultaneously. For example, 
a daily afternoon CO2 enhancement in Altzomoni’s 
daily cycle during the dry season signals the effect 
of polluted air parcels likely coming from Mexico 
City. Likewise, at UNAM, the CO2 mole fraction of 
the filtered time series shows an expected maximum 
in winter but also a secondary peak at the end of the 
dry season, probably due to incoming emissions from 
biomass burnings in the agricultural landscape that 
surrounds the city.

The experimental setup and measurements de-
scribed here lay the groundwork to the deployment 
of a network of low-cost CO2 sensors in fifteen sta-
tions around the MCMA in the incoming months, in 
the framework of the Mexico City Regional Carbon 
Impacts (MERCI-CO2) project. The installation of 
this network will help in the characterization of the 
distribution and interplay of sources and sinks of 
CO2 within the city. It will be complemented by a 
high-resolution transport model, and by total column 
CO2 measurements in urban and peri-urban sites. 
The combined approach will allow the assessment of 
spatial gradients within, upwind, and downwind the 
city, and will allow the refinement and verification 
of current emission inventories.
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RESUMEN

Este estudio está en línea con la Convención Marco de las Naciones Unidas sobre el Cambio Climático 
(CMNUCC) para evaluar el Acuerdo post-París (COP21) a través de innovaciones tecnológicas y fijación de 
precios del carbono en un panel de 39 economías de I + D desde 1995 hasta 2018. Los resultados muestran que 
las innovaciones tecnológicas y las aplicaciones inteligentes de los servicios financieros y de seguros ayudan 
a reducir las emisiones de GEI en la distribución de cuantiles desde más bajos a más altos. Por el contrario, 
el transporte aéreo de mercancías, los precios del transporte aéreo y el flujo de inversión extranjera directa 
(IED) aumentan las emisiones de gases de efecto invernadero debido a actividades logísticas no sostenibles, 
precios de transporte ineficientes y producción sucia, confirmando la hipótesis del ‘paraíso de contaminación’ 
en todos los países. Los ingresos por flete aéreo tienen un impacto diferencial en las emisiones de GEI en la 
distribución de cuantiles, ya que en los cuantiles más bajos (τ0.2 a τ0.4) los ingresos por flete aéreo aumentan 
emisiones de GEI, mientras que en los cuantiles más altos (τ0.9), las disminuyen. Por lo tanto, la viabilidad de 
los ingresos por transporte aéreo se evalúa a mayor profundidad utilizando la matriz de innovación de panel 
y causalidad de Panel Granger. Los resultados muestran causalidad bidireccional entre i) los precios del flete 
aéreo y las emisiones de gases de efecto invernadero, ii) el flete del transporte aéreo (y el precio del flete, los 
ingresos por flete, la IED) y las innovaciones tecnológicas, iii) la IED y los ingresos del flete aéreo, mientras 
que existe una causalidad unidireccional desde i) seguros y servicios financieros a emisiones de GEI, ii) emi-
siones de GEI a innovaciones tecnológicas y flujos de IED, y iii) fletes de transporte aéreo a flujos de IED.

ABSTRACT

This study is in line with the United Nations Framework Convention on Climate Change (UNFCCC) to 
evaluate the post-Paris Agreement (COP21) through technological innovations and carbon pricing in a panel 
of 39 R&D economies from 1995 to 2018. The results show that sustainable technological innovations and 
smart applications of insurance and financial services help decrease GHG emissions in the lowest to highest 
quantile distribution. In contrast, air transportation freight, air freight pricing, and foreign direct investment 
(FDI) inflows escalate GHG emissions due to unsustainable logistics activities, inefficient freight pricing, 
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and dirty production, which confirmed the ‘pollution haven’ hypothesis across countries. The impact of air 
freight revenues has a differential impact on GHG emissions in the different quantiles’ distribution, as in 
the lowest quantiles (i.e., τ0.2 to τ0.4), air freight revenues increase GHG, whereas, at the highest quantiles’ 
distribution (i.e., τ0.9) emissions decrease. Thus, the viability of air freight revenues is further assessed using 
Panel Granger causality and panel innovation matrix. The results show the bidirectional causality between 
i) air freight pricing and GHG emissions, ii) air transportation freight (and freight pricing, freight revenues, 
FDI) and technology innovations, iii) FDI and air freight revenues, while there is a unidirectional causality 
running from i) insurance and financial services to GHG emissions, ii) GHG emissions to technological 
innovations and FDI inflows, and iii) air transportation freight to FDI inflows.

Keywords: Technological innovation, Air freight; Freight revenue, GHG emissions, Inbound FDI, Panel 
regression.

1. Introduction
The UNFCCC (2017) report on technological inno- 
vation and climate-resilient action plan is highly em- 
barked on the post-Paris agreement, previously agreed 
among the United Nation (UN) member countries to 
combat climate change and mitigate GHG emissions 
within a global partnership and cooperation in the 
Paris Conference of the Parties (COP21) in 2015. 
The COP21 agenda set out a vision of low carbon and 
climate-resilient technologies to maintain the global 
temperature of less than 1.5ºC. Climate change effects 
threaten the 2030 agenda of international sustainable 
development, which would be handled by national 
adaptation plans and mutual coordinated action plans. 
Given this scenario, the role of technological innova-
tion is to enhance efforts to implement global climate 
actions with integrated economic and environmental 
national policies towards green development. The lat-
est IPCC (2018) report informed that global warming 
continues to increase, negatively impacting goal to 
keep global average temperature below 1.5ºC. The 
need for a reduction in carbon emissions by almost 
half by 2030 and reaching net-zero carbon emission 
by 2050 is required to achieve the COP21climate 
goals. Countries require an integrated set of national 
and mutually coordinated action policies, including 
science, technology and innovation policies, that 
would help cut GHG emissions globally. The CIGI 
(2017) report presented four alternative ways to 
achieve the environmental sustainability agenda of 
low carbon emissions, i.e., the establishment of in-
novative carbon emissions’ mitigation global fund, 
sustainable contract programs related to financial 
performance, international environmental regulatory 
programs, and the formation of a green infrastructure 
development program. These programs would be 

highly decarbonizing and advance climate mitigation 
action reforms. Table I shows current facts and figures 
about computer technology progression, freight pri- 
cing and GHG emissions in a panel of 39 R & D eco- 
nomies used in this study for more robust policy 
inferences.

The study seeks answers to three research ques-
tions to devise sustainable environmental policies. 
The first question is: Does technology innovation 
help limit GHG emissions to maintain global average 
temperature below 1.5ºC? This research question 
would be helpful to assess efficient green Informa-
tion and Communication Technology (ICTs) policies 
in a panel of selected R&D economies in line with 
the Kyoto Protocol and Paris Agreement (COP21) 
(Dogan & Ozturk, 2017). The transportation sector 
is highly responsible for escalating GHG emissions 
due to its unsustainable logistics activities; thus, 
freight pricing would be an optimal solution to cut 
GHG emissions through a carbon tax and emissions 
-cap trading (Salahuddin et al. 2016).

The second research question is: To what extent 
air freight pricing could reduce GHG emissions 
through managing air freight revenue for reinvesting 
in cleaner sustainable options? This question sup-
ports innovative technology mechanisms and synergy 
with the sustainable policy agenda through a freight 
tax, which provides more investment opportunities in 
cleaner options to protect the natural environment and 
comply with the Kyoto protocol (Usman et al. 2020).

Finally, the ‘pollution haven’ hypothesis is eval-
uated across a panel of selected countries, which 
we assume to be true due to un-green financial pol-
icies; thus, the third question is: Does foreign direct 
investment (FDI) inflows increase GHG emissions 
due to lax environmental regulations and financial 
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liberalization policies? This question is important to 
analyze countries’ sustainable development efforts 
that may be influenced by meager environmental 
policies and unconditional financial agreements, 
which does not generally favor the UN sustainable 
development goals (Khan & Ozturk, 2020).

These research questions allow to set clear objec-
tives for this study that would help to devise long-
term and broad-based sustainable policies:

i) To investigate the role of technology innovation 
in mitigating GHG emissions across a panel of 
selected R&D economies

ii) To analyze the role of air freight pricing and freight 
revenues on the growth of GHG emissions

and

iii) To assess to what extent financial liberalization 
policies influenced countries’ efforts to mitigate 
GHG emissions to comply with the Kyoto protocol 
and COP21 Paris agreement.

2. Literature Review
Earlier literature findings largely work around the 
environmental sustainability agenda through multi-
faceted socio-economic and technological factors, 
providing a path to understanding sustainability issues 
in different economic settings. For instance, Zhang 
et al. (2013) discussed the importance of synthetic 
nitrogen fertilizer in food production to feed half of 
the world’s population. However, the overuse of ni-
trogen fertilizer negatively influenced water quality, 

Table I. Current Facts for Information Technology, Freight Pricing, and GHG Emissions

Countries Computer 
communication 

(% of 
commercial 

service 
exports) 

Freight 
Pricing

(%)

GHG emissions 
(kt of CO2 
equivalent) 

Countries Computer 
communication 

(% of 
commercial 

service
exports) 

Freight 
Pricing 

(%)

GHG 
emissions 
(kt of CO2 
equivalent) 

United States 45.685 2.442 6343841 Finland 72.538 1.083 69072.94
China 60.764 2.074 12064260 Czech Republic 49.036 2.149 138957.4
Japan 55.001 0.979 1478859 Egypt 9.971 29.501 295499.7
Germany 55.219 1.732 951716.7 South Africa 20.576 4.504 502130.3
India 72.227 4.860 3002895 Portugal 25.116 0.993 72524.22
France 54.538 1.850 499146.6 Thailand 14.537 1.063 440411.7
UK 46.525 2.292 585779.8 Ukraine 51.570 10.951 404900.3
Russian 
Federation 44.169 2.878 2803398 Greece 10.298 0.625 100571.2
Brazil 60.546 3.664 2989418 Pakistan 65.177 5.078 369734.6
Italy 39.980 1.137 482634 Indonesia 31.191 3.198 780550.8
Canada 50.321 2.268 1027064 New Zealand 17.779 1.598 78130.98
Australia 19.698 1.911 761686.3 Saudi Arabia 2.526 2.465 514967.3
Spain 34.301 1.675 3482.57.3 Colombia 18.940 3.240 173411.8
Turkey 6.974 16.332 445640.1 Chile 31.976 2.434 120687.9
Switzerland 51.566 0.936 54108.1 Slovenia 34.113 1.738 21074.75
Belgium 58.787 2.053 133373.7 Morocco 35.848 1.912 80436.72
Austria 40.645 1.998 90460.21 Romania 58.407 4.625 121762.2
Poland 49.831 1.812 414606.9 Belarus 45.161 4.872 109647.2
Malaysia 35.933 0.884 279098.4 Singapore 42.227 0.438 55901.28
Mexico 0.507 4.899 663425

Total Countries: 39
Time Period: 1995-2018
Data Reported Period: 2018

Source: World Bank (2019).
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soil, and the atmosphere. The central question in 
the environmental agenda remains how to mitigate 
emissions through sustainable technologies, optimally 
decreasing excessive fertilizer use across countries. 
Lybbert and Sumner (2012) found a two-way channel 
as climate change negatively influenced agricultural 
production, while conventional agriculture produces 
GHG emissions through unsustainable practices. 
Thus, the development of new agricultural technol-
ogies and practices helps increase yield and reduce 
GHG emissions to achieve green agriculture devel-
opment. Developing countries face severe challenges 
of low agricultural productivity, high poverty, greater 
inequality, and food insecurity.

Long et al. (2016) found many potential barriers 
that restrain the possible way of mitigating GHG 
emissions through climate-smart agriculture tech-
nologies, including the users’ constraints from the 
demand side and technology providers’ constraints 
on the supply side. The supply-side barriers include 
convincing customers to use new technologies for 
climate-smart agriculture, high capital requirement, 
regulatory issues, technology pricing, and end-user 
delivery. In contrast, the demand side issues include 
low technology awareness, high cost, uncertainty 
about technology and its positive impact, less training 
for technology use, and low consumer demand. These 
are the factors that diffuse technology innovation 
across Europe.

Williams et al. (2012) suggested the number 
of channels through which the global GHG emis-
sions reduction target would be achieved by 2050, 
including achieving energy efficiency through 
sustainable energy supply to help generate transpor-
tation demand technologies for green development. 
Nikzad and Sedigh (2017) discussed the viability of 
green technologies to mitigate GHG emissions in 
Canada. Advancement in alternative green energy 
sources, sustainable transportation systems, and 
energy conservation are a few sustainable options 
to achieve sustainable development by decreasing 
GHG emissions countrywide. Lukkarinen et al. 
(2018) considered Finland as case study and analyzed 
the role of clean technological policies in reducing 
emissions and found that the Cleantech Program 
is an effective tool to analyze innovation dynamics 
based upon market information and experimentation. 
Thus, the need for clean technologies is imperative 

for launching successful cleantech products that 
support renewable energy and material sources. Bel 
and Joseph (2018) suggested the need to critically 
evaluate carbon pricing policy instruments in the 
European Union emissions trading that has a crucial 
impact on technology adaptation in the energy sec-
tor. Fernández- Fernández et al. (2018) analyzed the 
dynamic interaction between technology innovation 
and carbon emissions in a panel of 15 European 
countries, the US, and China, for 1990-2013. Their 
results show that technology innovation positively 
impacts environmental quality and mitigates car-
bon emissions across countries. Energy demand is 
a significant predictor for negative environmental 
impacts and increased carbon emissions in China and 
the US but is relatively low in the European region. 
The results emphasized the need to increase R&D 
spending in achieving the environmental sustain-
ability agenda to mitigate GHG emissions from the 
production process. Nunes et al. (2019) analyzed 
the role of biomass energy in the Portuguese textile 
industry’s sustainable growth that is less competitive 
due to high energy costs. After a thorough empirical 
survey, the results show that biomass energy can 
be used efficiently in the textile industry to become 
more competitive through up to 35% cost-saving 
energy compared to steam generation. Thus, R&D 
spending in biomass energy production may become 
a viable, sustainable instrument to achieve green 
energy development. Yusuf et al. (2019) examined 
the role of technological innovation in reducing 
carbon emissions in the Indonesian economy over 
the period 1980-2017 and found the existence of a 
technology induced environmental Kuznets curve. 
The study concludes that high-technology exports are 
important to revitalize economic and environmental 
policies to lessen high carbon abatement costs across 
the globe. Liu et al. (2019) found the different drivers 
of GHG emissions across 40 heterogeneous countries 
analyzing the period 1995-2009 and show that con-
tinued global economic growth is one of the main 
factors of increased GHG emissions while achieving 
energy efficiency after surpassed the certain income 
threshold reduces global GHG emissions. Another 
important factor is technological innovation that has 
a certain positive impact on environmental quality. 
The investment effect shows some evidence of the 
‘pollution haven’ hypothesis that exhibit polluting 



399Sustainable Technological Innovations and Environmental Quality

industries in different countries. The viability of 
sustainable environmental policies is imperative to 
mitigate GHG emissions across the globe. Miyamoto 
and Takeuchi (2019) argued that the Kyoto Protocol 
has a significant impact on international patenting 
applications that reduce energy associated emissions 
by increasing R&D spending on renewable energy 
technologies. Thus, climate agreements largely con-
centrated on global patenting technologies. Table II 
shows the different technology innovation factors 
that are largely used in previous studies under the 
environmental sustainability agenda domain.

The study’s research objectives have been empir-
ically analyzed at different quantiles distribution by 
panel quantiles regression estimated at low to high 

quantiles distribution, further complemented with 
panel causality test and panel innovation accounting 
matrix.

3. Data and Methodology
The study utilized four broad measures of technology 
innovation to construct a single composite technolo-
gy index, including computer communications as a 
percentage of commercial service exports (denoted 
by TINOV_1), fixed telephone subscriptions per 
100 people (indicated by TINOV_2), ICT service 
exports as a percentage of service exports (marked by 
TINOV_3), and internet users as a percentage of the 
population (denoted by TINOV_4). The data of 

Table II. Recent Literature on Technology Innovation and Environmental Sustainability

Authors Time Period Country Technology 
Innovation 
Factors

Environmental / 
Other Factors

Results

Chen and
Lei (2018)

1980-2014 30 countries Total patent 
applications

Carbon 
emissions, 
renewable energy 
consumption

Technological innovations 
support to achieve carbon 
mitigation agenda through 
attained energy efficiency level. 

Zhang
et al.
(2018) 

2008-2015 31 Chinese 
provincial 
data

Number of
patent 
applications

R&D investment 
and GDP per 
capita

R&D spending and continued 
economic growth are considered 
the main factors to increase 
technology investment, 
which support the country’s 
sustainability agenda. 

Xue
et al.
(2018) 

Primary / 
questionnaire 
research

A 
qualitative 
survey from 
some major 
cities of 
China

Technology 
patents in the 
process of 
Information and 
Communication 
Technologies 
(ICTs)

ICTs network 
size, density, 
emotional 
attachment, 
signal strength, 
relationship, etc. 

ICTs would be able to build 
new green construction methods 
through promoting innovation.

Li et al. 
(2018) 

Bibliometric 
research

Global 
bibliometric 
studies 
count

Disruptive 
technology 
and emerging 
technology

Co-citation and 
Bibliographic 
coupling.

It is confirmed the link between 
disruptive and emerging 
technology through innovation. 

Shubbak 
(2019)

1995-2017 China Photovoltaic 
technology, R&D 
expenditures, 
patents, etc.

PV installations, 
trade disputes, 
and carbon 
emissions

The role of government policies 
assists in PV installation to 
progress towards environmental 
sustainability. 
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technology innovation factors from TINOV_1 to 
TINOV_4 is obtained from the World Bank (2019) 
data base, for the period 1995-2018.

Principal Component Analysis (PCA) is used for 
this purpose, shown in Table SI in the supplementary 
material. Two factors, out of four elements, have 
eigenvalues larger than unity, i.e., 1.619 and 1.375, 
while the remaining two factors have eigenvalues of 

0.601 and 0.403, respectively. A modest difference 
was found between factors one and two, i.e., 0.244, 
while the greater difference was found between fac-
tors two and three, i.e., 0.773. The least difference 
was found between factors three and four, which is 
about 0.198. The eigenvalue difference clearly shows 
that the variation among two and three factors is 
large. Thus, factors one and two are used to construct 

Table II. Recent Literature on Technology Innovation and Environmental Sustainability

Authors Time Period Country Technology 
Innovation 
Factors

Environmental / 
Other Factors

Results

Wu et al. 
(2019) 

1992-2010 735 Chinese 
emerging 
companies

Total number
of patents

Market maturity, 
cultural distance, 
and absorptive 
capability

Market maturity, intellectual 
property rights of foreign 
markets protection, cultural 
space, and absorptive capacity 
to enter emerging companies 
increase technology innovation 
performance.

Aldakhil
et al.
(2019)

1975-2016 South Asia ICTs Carbon-fossil fuel 
emissions, R&D 
expenditures, FDI 
inflows, GDP per 
capita, etc. 

ICTs have a positive impact on 
environmental quality by limiting 
carbon-fossil emissions through 
higher R&D spending. 

Batool
et al.
(2019) 

1973-2016 South Korea ICTs Carbon 
emissions, GDP 
per capita, and 
energy demand.

ICTs have a positive link to 
mitigate carbon emissions by the 
synergetic effect of continued 
economic growth and level of 
energy efficiency. 

Shahbaz
et al.
(2018) 

1955-2016 France Energy 
innovations 
measured by 
R&D spending
in the energy 
sector

Carbon 
emissions, 
financial 
development, 
energy demand, 
and economic 
growth

Energy innovation and financial 
development decrease carbon 
emissions while FDI inflows 
increase carbon emissions. 

Al Mamun
et al.
(2018) 

1980-2015 25 OECD 
countries

R&D spending
in the energy 
sector

Financial 
development, 
carbon emissions, 
and renewable 
energy demand. 

Financial development and 
renewable energy improve 
innovation across countries. 

Ahmed
and Ozturk
(2018)

1985-2013 China Total number 
of patent 
applications in 
the energy sector

Carbon emissions 
and energy 
intensity. 

Technological innovations 
increase energy intensity to 
reduce carbon emissions. 
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the TINDEX in the study. Further, the eigenvectors 
loading shows the four principal components (PC), 
and PC1 has a greater sum value, i.e., 1.96, followed 
by PC4 (0.322), PC2 (0.217), followed by PC3 with 
minimum additive eigenvalue loading of 0.028. Thus, 
PC1 is used to construct a single composite index for 
technology innovation. Finally, the correlation matrix 
between the technology index shows that TINOV_1 
is positively correlated with the rest of the technology 
innovation factors, i.e., TINOV_2, TINOV_3, and 
TINOV_4, whereas there is a negative correlation is 
found between TINOV_2 and TINOV_3. A weak cor-
relation was found between TINOV_3 and TINOV_4. 

Thus, TINOV_1 has a greater variation among the 
correlated technology factors, which exhibits a strong 
basis of TINDEX by utilizing the appropriate techni-
cal aspects. Figure 1 shows the eigenvalue plots and 
orthonormal loadings.

Figure 1 illustrates that orthonormal loadings 
divided the technology factors into the two sub-com-
ponents, the first component has a greater percentage 
variance (40.5%) while the second component ex-
hibits 34.4% variance of the composite technology 
index. The remaining 25.1% variance is due to unseen 
components of other possible factors. Followed by 
orthonormal loadings, the scree plots also indicate the 
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two main factors with eigenvalues larger than unit, 
and the substantial peak visible in the eigenvalue 
difference shows that the difference of variation is 
quite high in the second and third technology factors. 
Finally, the cumulative eigenvalue proportion shows 
the consistent trend towards one. This exercise gives 
a sound composite technology index (TINDEX) with a 
minimum value of –4.692 and a maximum value of 
1.611 with a median value of 0.128.

The study used additional variables such as, 
air transport freight in million ton-km (denoted by 
ATF), freight pricing as CPI percentage (denoted 
by FPRICE), freight revenue per million ton-km in 
US$ (denoted by FREV) [estimated by the authors as 
(ATF×FPRICE/100)× Quantity of cargo/shipment], 
foreign direct investment inflows in current US$ 
(denoted by FDI), insurance and financial services 
as percentage of commercial service exports (denot-
ed by IFS), and greenhouse gas emissions in kt of 
CO2 equivalent (denoted by GHG). All of the data 
is taken from the World Bank (2019) database from 
1995 through 2018. Missing information is filled by 
subsequent and preceding values of the respective 
variables where required.

The study  followed the scholarly work of Ahmed 
and Ozturk (2018), Hishan et al. (2019), and Al Ma-
mun et al. (2018) to estimate the dynamic interaction 
among technology innovation, freight pricing, and 
GHG emissions in a panel of 39 R&D economies. 
Ahmed and Ozturk (2018) concluded that technology 
innovation is desirable to set up renewable energy 
projects to assess the clean energy reforms, while 
Hishan et al. (2019) argued that access to technolo-
gies would be achieved environmental sustainability 
agenda via limiting the carbon emissions. Al Mamun 
et al. (2018) found that synergies in financial devel-
opment and innovations would help improve the 
cleaner energy resources to enhance environmental 
quality. The following linear model is proposed based 
on the cited studies:

 (1)

where GHG corresponds to GHG emissions, TIN-
DEX is the technology innovation index, ATF shows 
air transport freight, FPRICE shows freight pricing, 
FREV shows freight revenues, FDI shows FDI 
inflows, IFS correspond to insurance and financial 

services. The subscripts ‘i’ indicate each of the 39 
countries and ‘t’ the years from 1995-2018; and, 
finally, ε corresponds to the error term.

Equation (1) shows that the environmental sus-
tainability agenda (expressed by GHG emissions) is 
influenced by technology innovation, air transporta-
tion freight, air freight pricing, air freight revenues, 
FDI inflows, and insurance and financial services a 
panel of 39 R&D economies. The sign of the coef-
ficient relating GHG emissions, and the technology 
innovation index is expected to be negative (α1<0), 
since technology will result in decreased emissions. 
The relationship between air transportation cargo 
and GHG emissions is expected to be positive (α2>0) 
since increase air freight increases GHG emissions, 
resulting in negative impact on climate.

The R&D economies are investing in energy 
conservation and environmental resources and com-
plement the Paris Agreement through carbon pricing 
(Sarkodie and Ozturk, 2020). The carbon tax and 
emissions-cap modeling are used as sustainable poli-
cy instruments to mitigate GHG emissions. Given this 
scenario, this study used air freight pricing to impose 
a tax on unsustainable cargo activities to raise suffi-
cient freight revenue to reinvest in environmentally 
sustainable activities. The sign of the coefficients 
for the interventions of air freight pricing and air 
freight revenues is expected to be negative with GHG 
emissions (α3<0 and α4<0). The study used the two 
broad measures of institutional factors in the form of 
FDI inflows and insurance and financial services to 
assess their role in the environmental sustainability 
agenda across a panel of countries. It is expected 
that institutional performance would perform better 
under the technology innovation factor, if and only 
if the air freight pricing could achieve the desired 
pollution reduction targets. If this case persists, the 
impact of FDI inflows and insurance and financial 
services would be positive (the negative relationship 
between them), and it would decline GHG emissions 
(α5<0 and α6<0). On the other hand, if the air freight 
pricing strategy fails to achieve the assigned pollu-
tion targets, it will negatively impact climate change 
exacerbating GHG emissions across countries. Thus, 
it will confine the findings of the ‘pollution haven’ 
hypothesis. Therefore, differential impacts would be 
expected between institutional factors and mitigat-
ing GHG emissions given the different signs of the 
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coefficients (i.e., α5>0 and α6>0). Figure 2 shows 
the research framework, coupled with the research 
hypothesis of the study.

Figure 2 shows that technological innovation, 
freight pricing, and institutional factors will have a 
differential impact on GHG emissions. Technology 
leads to increased economic activity and environ-
mental deterioration. However, after reaching some 
maturity stage, carbon pricing would help generate 

sufficient revenues to reinvest in the ecological pro-
tection agenda and increased investment in R&D, 
sustainable logistics freight activities, and responsible 
consumption and production. Further, it may lead 
to bidirectional linkages between the technological 
factors, air transportation freight mechanism, insti-
tutional factors, and environmental sustainability 
agenda. Thus, the study hypothesized the following 
statements for analysis:

Computer
communications

Fixed telephone
subscriptions

ICTs service
exports

Internet users

Air transportation
freight

Air freight pricing

Air freight
revenues

FDI inflows

Insurance &
Financial Services

Technology
Innovation Index

Air transportation

Institutional Factors

GHG Emissions

Agreements
(COP21)

hypothesis

i) Post Paris

ii) Pollution haven

iii) Supply chain

+/–

Two-way
causality

Two-way
causality

Two-way
causality

Two-way
causality

+/–

+/–

management (Cargo
Shipment)

Fig. 2. Research Framework of the Study.
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H1: Technological innovations will positively impact 
environmental quality in the form of a reduction 
of GHG emissions.

H2: Airfreight pricing and air freight revenues will 
decrease GHG emissions to support the COP21 
Paris agreement, and

H3: Institutional factors will positively work under 
technological innovations and air freight mech-
anisms to lessen GHG emissions.

These hypotheses are evaluated using sophisti-
cated panel econometric modeling, including panel 
quantiles regression, panel Dumitrescu-Hurlin (DH) 
causality test, and innovation accounting matrix.

Two generations of panel unit root testing are 
presented, differentiated in Table III for clear un-
derstanding.

The first-generation tests assume no cross-sec-
tional dependency (CSD) among the cross-sectional 
identifiers; thus, this test is based on a homogenous 
assumption. In contrast, the second-generation tests 
find the CSD among the selected cross-section 
identifiers. Therefore, this test is based upon het-
erogeneous assumptions. The study used the first 
line testing framework to validate the homogenous 
assumptions. In contrast, after analyzing the unit 
root test results, once the candidate variables exhibit 
stationarity, the study moves to the panel quantile 
regression that accounts for unobserved heteroge-
neity and heterogeneous covariate effects. However, 
on the other hand, if the candidate variables are 
non-stationary, then first-generation cointegration 
estimates are used.

The panel quantiles regression works under the 
distributional pattern in the number of different quan-
tiles from 10% to 90%, which handle the unobserved 
heterogeneity in the given model (Kato et al. 2012). 
Let us consider the model:

, , ,( )i t i t i i ty x u= + +  (2)

where ‘y’ corresponds to a response variable, ‘x’ 
indicates the list of regressors, ‘v’ corresponds to 
fixed-effect estimators, and u indicates the white 
noise term.

The quantile specification of the parameters to 
minimize quantile function is:

 (3)

Further, the panel DH causality test (Dumitres-
cu-Hurlin, 2012) is utilized to assess whether the 
stated variables have some cause-effect relationship 
between them. Eqn. 4 is formulated at the cross-sec-
tion ‘i’ concerning some given period ‘t’, as:

 (4)

The null and alternative hypotheses are presented 
below:

H0 : Ψk ≥ 1 and ψi,   βi,k = 0;   xi,t does not homogenous 
cause yi,t, ψi where, Ψ shows w-statistics, 'k' shows 
z-bar statistics, β shows intercept coefficient, x shows 

Table III. Generations of Panel Unit Root Testing Framework.

First Generation Panel Testing Framework Second Generation Panel Testing Framework

I. Panel Unit Root Tests

Im, Pesaran, and Shin test Levin, Lin, and Chu test Pesaran test Bai and Ng test

Breitung test
Hadri test

Chang test
Moon and Perron test

Maddala et al. test Harris et al. test

II. Panel Cointegration Tests

Pedroni residual
cointegration

Kao residual
cointegration

Westerlund
cointegration

Westerlund and
Edgerton cointegration

Source: Sharif et al. (2019), Jardón et al. (2017) and Yalçınkaya et al. (2017).
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explanatory variables, 'i' shows cross-section, and 't' 
shows time period.
HA: Ψk ≥ 1 and   ψi,   βi,k ≠ 0;   xi,t  does homogenous 
cause yi,t, ψi where, Ψ shows w-statistics, 'k' shows 
z-bar statistics, β shows intercept coefficient, 'y' 
shows response variable, x shows explanatory 
variables, 'i' shows cross-section, and 't' shows 
time period.

The panel DH causality test (Dumitrescu-Hurlin, 
2012) test is used in this study based upon semi-as-
ymptotic distributions. The cross-section identifiers 
are larger than the period; thus, it would help poli-
cymaking that further leads to inter-temporal setting 
over a time horizon. The innovation accounting ma-
trix, including impulse response function (IRF) and 
variance decomposition analysis (VDA), is further 
used for forecasting VAR modeling.

4. Results and Discussion
Table IV shows the candidate variables’ descriptive 
statistics and that there are four technology innova-
tion factors, including computer communications 
(TINOV_1) that have a mean value of 35.327% of 
commercial service exports with a maximum value 
of 75.445% and a minimum value of 0.469%. The  
remaining technology factors, i.e., fixed telephone 
subscriptions (TINOV_2), ICT service exports  
(TINOV_3),and internet users (TINOV_4) have a 
mean value of 30.859 per 100 people, 6778% of 
service exports, and 38.811% of the population, re-
spectively. The mean value of air transport freight, 
freight pricing, and freight revenues are 2708 million 
ton-km, 7.829%, and US$9,26,466.3, respectively. 

The FDI inflows have a maximum value of 5.09E+11 
with a mean value of 2.68E+10 and positively skewed 
distribution and high kurtosis value. The insurance 
and financial services and GHG emissions have a 
mean value of 5.950% of commercial service exports 
and 909930.1 kt of CO2 equivalent.

Table V shows the summary of panel unit roots 
and found that except ATF, the remaining variables 
are level stationary while ATF is differenced station-
ary as per LLC and PP estimates. In another panel unit 
root estimates, ATF and TINDEX are first differenced 
stationary while the remaining variables are level 
stationary as per IPS estimates. Finally, except TIN-
DEX, the remaining variables are level stationery, 

Table IV. Descriptive Statistics.

Methods ATF FPRICE FREV TINOV_1 TINOV_2 TINOV_3 TINOV_4 FDI IFS GHG

Mean 2708.269 7.829 926466.3 35.327 30.859 6.778 38.811 2.68E+10 5.950 909930.1
Maximum 41591.55 709.346 59335554 75.445 74.742 52.088 94.620 5.09E+11 41.318 12064260
Minimum 0.418 –1.736 –4379784 0.469 1.247 0.291 0.000123 –6.77E+10 –1.462 18869.70
Std. Dev. 5952.352 31.121 5073669 16.475 18.658 7.475 30.098 5.51E+10 7.120 1795114
Skewness 4.563 15.542 7.754 0.045 0.182 3.520 0.171 4.168 2.641 3.895
Kurtosis 25.933 308.315 68.92 2.455 1.871 17.778 1.594 24.803 10.674 20.030

Note: ATF shows air transport freight; FPRICE shows freight pricing, FREV shows freight revenues, TINOV_1 shows 
Computer communications, TINOV_2 shows fixed telephone subscriptions, TNOV_3 shows ICT service exports, TINOV_4 
shows internet users, FDI shows FDI inflows, IFS show insurance and financial services, and GHG shows GHG emissions.

Table V. Panel Unit Roots Estimates.

Variables LLC IPS ADF PP
ATF 0.349 1.044 98.531*** 84.278
FDI –3.302* –3.677* 123.951* 200.451*
FPRICE –7.149* –10.302* 263.239* 776.950*
FREV –2.563* –4.985* 171.835* 496.812*
GHG –4.383* –2.845* 115.446* 153.331*
IFS –2.424* –2.524* 109.952* 169.807*
TINDEX –4.459* –0.652 89.855 130.739*

First Difference

∆ATF –11.038* –13.040* 319.326* 675.940*
∆FDI –15.168* –18.159* 445.651* 1801.83*
∆FPRICE –18.318* –22.238* 566.270* 2382.85*
∆FREV –18.871* –21.239* 538.602* 1695.67*
∆GHG –10.367* –13.582* 337.058* 1313.58*
∆IFS –12.505* –16.823* 412.168* 1176.31*
∆TINDEX –5.922* –9.230* 228.071* 506.425*

Note: * and *** shows a 1% and 10% level of significance.
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while TINDEX is first differenced stationary. Hence, 
we may generally conclude that all variables are level 
stationary; thus, we proceed towards panel quantile 
regression.

Table VI shows the panel quantiles estimates and 
found that technology innovation index has a neg-
ative relationship with GHG emissions at different 
quantiles distribution, which implies that technology 
innovation is helpful in reducing GHG emissions and 
promoting a sustainability agenda. Su and Moaniba 
(2017) concluded that advancements in technology 
innovation result in mitigating global carbon emis-
sions in high carbon-emitting countries, which need 
increased public funding to conserve the natural en-
vironment through sustainable policy efforts. Huang 
et al. (2016) found that additive manufacturing tech-
nologies help achieve energy efficiency to mitigate 
GHG emissions. Zhang et al. (2016) suggested that 
global innovators should increase the market share of 
energy-intensive commodities to advance in global 
technologies that would help combat climate change 
vulnerabilities and achieve energy efficiency through 
knowledge diffusion across the globe. Atuonwu et 
al. (2018) argued that the importance of technology 
innovation in food processing and preservation is 
highly desirable to achieve energy efficiency lead-
ing to the reduction of GHG emissions. Technology 
advancement improves biological activities and 
nutritional quality that recover hygiene and public 
health for sustainable food production. Park (2018) 
found that eco-environmental policies are imperative 
to sustained long-term goals that would help mitigate 
carbon emissions by reconfiguring economic struc-
ture. Grubler et al. (2018) concluded that energy 
transformation and renewable energy restructuring 
are important to limit global average temperature to 
less than 2ºC that would escalate economic activity 
and sustainable development. Nerini et al. (2019) 
concluded that R&D spending, innovation, gover-
nance, and social innovation sustain economic and 
environmental policies to limit high carbon emissions 
to combat climate change.

Figure 3 shows the panel quantiles process esti-
mates. There is a positive relationship between air 
transport freight and GHG emissions at different 
quantiles distribution, which implies that logistics 
activities are based upon unsustainable fuel con-
sumption; hence it negatively impacts the natural Ta
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environment in the form of high GHG emissions. The 
post-Paris agreement (COP21) is highly affected by 
unsustainable logistics activities, and thus, there is 
an increased need to use renewable fuels in logistics 
activities. Hao et al. (2015) argued that air trans-
portation freight has a substantial impact on energy 
demand, largely responsible for escalating global 
GHG emissions. Sustainable policy options should 
be desirable to mitigate environmental problems 
from logistics activities. According to Van Fan et al. 
(2018), the transportation industry is to blame for ris-
ing GHG emissions, with severe issues arising when 
products' loaded capacity exceeds its allocated capac-
ity, resulting in emissions. Its a reaction to a logistics 
service provider's request to track the loaded power 
of items to reduce air pollution. Goetz and Alexander 
(2019) suggested several ways through which climate 
action plans (CAPs) could be executed efficiently by 
seeking information from freight transportation data 
and found that GHG emissions could be lowered by 
reducing the vehicle miles traveled, using city-owned 

vehicle fleets, electrified transportation and alterna-
tively shift fuels from non-renewable to renewable. 
Thus, these CAPs would include sustainable policies 
to decarbonize logistics through smart freight move-
ment. Pizzol (2019) emphasized the need to use in-
termodal transportation that could prevent emissions 
through reducing traffic from high to low emissions 
vehicles. Thus, sea-route freight could be shifted to 
road routes, while for other intermodal transporta-
tion the use of ferries in cargo transportation would 
help reduce emissions, depending on the size and 
fuel used. Thus, the transportation shipment could 
be made in sustainable modes via shifting of goods 
movement from intermodal transportation.

The relationship between air freight pricing and 
GHG emissions is less evident as in the 90th quan-
tiles this relationship is positive (Fig. 3), indicating 
less efficient freight pricing in mitigation of GHG 
emissions across countries. The results evidence that 
freight pricing needs more sustainable options to im-
pose optimum freight tariffs to limit GHG emissions. 
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Gupta (2016) argued that the willingness-to-pay for 
environmental protection shows a greater concern 
for mitigating carbon emissions in green development 
portfolios. For this purpose, carbon pricing in the 
transportation sector would be a desirable strategy 
to reduce environmental risks through the contin-
gent valuation method. Santos (2017) suggested the 
need to impose fuel taxes on the different modes of 
transportation that reduce negative environmental 
externalities, and it is desirable to emphasize pay-
as-you-drive insurance schemes for safe movement. 
Avetisyan (2018) found that the transportation sector 
contributed a maximum share of GHG emissions 
through ground transportation, air, and water trans-
port. Global carbon pricing is considered a highly 
sustainable policy instrument that improves transpor-
tation exports and lessens global emissions. Zahedi 
et al. (2019) generalized the field survey findings 
of willingness-to-pay for environmental protection 
through carbon tax imposition on the transport sector. 
They found positive remarks about the imposition of 
transportation taxes to reduce carbon emissions stock 
to achieve sustainable development agendas. Gupta 
et al. (2019) were generally in favor of the imposition 
of carbon taxes on the transportation sector. They 
found the different emissions reduction targets by 
diverse carbon tariffs, thus imposing an appropriate 
pricing mechanism on getting sustainable payoffs and 
achieving greater carbon reduction targets.

The relationship between air freight revenues 
and GHG emissions is positive (negative impact) 
at 10th percentiles to 40th percentiles; however, at 
90th percentiles, air freight revenues have a negative 
relationship (positive effect) with GHG emissions 
that confirmed the positivity of air fright revenues to 
mitigate emissions. There is a positive relationship 
between FDI inflows and GHG emissions, which 
established the ‘pollution haven’ hypothesis across 
countries. There is a need to regulate environmental 
policies by limiting GHG emissions, which requires 
sustainable policy options for achieving green de-
velopment by advancement in cleaner energy. There 
is a negative relationship between insurance and fi-
nancial services and GHG emissions, which implies 
that green financing improves logistics performance, 
utilizing renewable fuels to gear economic perfor-
mance for shipment. Michaelowa (2015) discussed 
the importance of sustainable insurance policies to 

reduce the risk of climate change in line with the 
Paris Agreement and the Kyoto protocol. Naz et al. 
(2019) presented a long-term policy channel through 
which carbon emissions stock could be reduced 
by achieving energy efficiency by cleaner energy 
production, launching green financial projects to 
improve air quality, and continued economic growth 
responsible production and consumption. Thus, the 
flair of socio-economic and environmental policies 
is desirable to attain sustainable development agen-
da with national integrated green systems. Sarkodie 
and Strezov (2019) emphasized the need to improve 
global partnerships to delimit high mass carbon 
emissions by adopting sustainable policy options. 
The advancement in the cleaner production agen-
da, utilization of renewable energy projects, fossil 
fuel storage, and biomass production are the few 
complementary examples that would be placed in 
the carbon mitigation agenda for global prosperity. 
Hassan et al. (2019) generally favor mitigation 
carbon emissions based on aviation transportation 
through the reduction of diesel oil and replaced it 
with renewable fuels. Shouket et al. (2019) designed 
a green vehicle framework and emphasized the need 
to adopt some re-corrective measures, including 
the use of smart applications in travel services, 
stringent environmental regulations, population 
control, and improve transportation infrastructure. 
All these measures would reduce carbon emissions 
and achieve green development agendas with sus-
tainable modes of transportation.

Table VII shows the slope and symmetric quantiles 
estimates and confirmed no such heteroskedasticity 
problem as slope equality and symmetric quantiles 
estimates fall in the 5% critical region. Thus, the 
panel quantile estimates are reliable and valid.

Table SII presents the causality estimates as 
supplementary material. It is found that there is 
bidirectional causality running between fright price 
and GHG emissions, while there is a unidirection-
al causality running from insurance and financial 
services (IFS) to GHG emissions, from fright price 
to IFS, and from FDI to IFS. The one-way linkage 
runs from GHG to the technology innovation index, 
from GHG emissions to FDI inflows, and from ATF 
to FDI inflows. Besides, the feedback relationship 
found between i) ATF to TINOVINDEX, ii) FPRICE 
to TINOVINDEX, iii) FREV to TINOVINDEX, 
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iv) FDI to TINOVINDEX, v) FREV to ATF, and 
vi) FDI to FREV.

The following results emerged from this exercise:

i) The need for a technology innovation index is 
desirable to mitigate GHG emissions.

ii) The imposition of freight prices is desirable to 
promote sustainable logistics activities.

iii) The reinvestment of freight revenues into cleaner 
production technologies is desirable to achieve 
the environmental sustainability agenda.

iv) Transportation freight contributes to the growth 
of FDI inflows at the expense of increased GHG 
emissions.

v) Logistic activities based upon green insurance 
and financial services can reduce GHG emissions.

Table VIII shows the Impulse Response Function 
(IRF) estimates, indicating that the technology index 
has a negative relationship with GHG emissions, 

which implies that technology innovation will large-
ly reduce GHG emissions through advancement 
in cleaner production technologies in the next ten 
years. Further, sustainable logistics activities in the 
form of shipment, air freight prices, freight revenues, 
FDI inflows, and green insurance will also decrease 
GHG emissions over this time horizon. The positive 
determinant of technology innovation will be freight 
price while the remaining factors, including GHG 
emissions, air transportation freight, freight revenues, 
FDI inflows, and IFS, will negatively impact on tech-
nology innovation index over this time horizon. Other 
IRF estimates are presented in Table SIII.

The technology innovation index will positive-
ly support air transportation freight, while freight 
prices and freight revenues will negatively impact 
air transportation freight. In the next decade, there 
will be a negative association between freight prices 
and GHG emissions, technology innovation index, 
FDI inflows, and insurance and financial services, 

Table VIII. IRF Estimates for GHG Emissions.

The response of GHG: 

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 234456.2 0 0 0 0 0 0
2 159458.7 -2317.655 9742.038 -9386.730 -15765.52 3211.644 -629.1388
3 190194.1 -2412.029 -5712.869 -12057.68 -20237.34 -3468.127 -1207.644
4 185564.4 -2165.258 -7166.369 -15572.39 -20514.57 -3040.836 -1621.616
5 193377.9 -2197.448 -10832.68 -17684.09 -21771.24 -3417.555 -1678.556
6 196968.5 -2291.145 -13445.17 -19478.11 -21803.09 -3170.008 -1697.907
7 202130.0 -2423.833 -16001.42 -20824.92 -21632.68 -2850.160 -1611.961
8 206807.5 -2606.357 -18356.19 -21937.72 -21241.21 -2417.190 -1473.782
9 211689.9 -2828.593 -20702.31 -22861.67 -20740.73 -1963.985 -1290.380

10 216524.3 -3088.365 -23026.40 -23664.91 -20156.14 -1482.865 -1073.105

Source: Author’s estimation.

Table VII. Slope and Symmetric Quantiles Test Estimates.

Methods Chi-Square
Statistic

Ch-square degree
of freedom

Probability
value

Quantile Slope
Equality – Wald Test 837.109 18 0.000

Symmetric
Quantiles – Wald Test 316.800 14 0.000
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but a positive relationship between freight prices 
and freight revenues. Freight revenues will largely 
be affected by increased GHG emissions, while FDI 
inflows will exert positive environmental impacts 
through advancement in technology innovation 
across countries. The insurance and financial services 
will positively impact FDI inflows, air transportation 
freight, and technology innovation index, leading to 
a decrease in GHG emissions over this time horizon.

Table IX shows the VDA estimates indicating that 
GHG emissions are largely affected by freight reve-
nues with a variance proportion of 0.919%, followed 
by freight price (0.769%), and air transportation freight 
(0.492%), while the least influenced will be insurance 
and financial statistics over this time horizon. The inno-
vation shocks to GHG emissions are more significant 
than the other external shocks, and as a result, the 
percentage share of freight revenues reached just 0.919 
percent. The IRF estimates conclude that technology 
innovations, air transportation freight, air freight pric-
ing, air freight revenues, FDI inflows, and insurance & 
financial services will positively limit GHG emissions 
across this panel of selected 39 countries. Sustainable 
technological innovations and air freight pricing would 
be viable policy instruments to implement in the Post 
Paris Agreement (COP21) and 2030 agenda of sustain-
able development. Thus, more concentrated economic 
and environmental regulatory policies are desirable to 
reap sustainable payoffs through mutual collaborative 
global partnerships for shared prosperity. Other VDA 
estimates are presented in Table SIV.

Freight revenue will largely be affected by the 
technology innovation index, while the technology 
innovation index least influences freight price over 
the next ten years. Freight revenue exerts a greater 
impact on air transportation freight with a magnitude 
variance of 20.364%, while freight prices will least 
influence air freight. GHG emissions have a large 
impact on freight prices with a magnitude of 0.894%, 
while FDI inflows will least influence freight prices 
over this time horizon. Air transportation freight is the 
main predictor of freight revenues with a magnitude 
value of 40.559% while the technology innovation 
index will least influence freight revenues over the next 
10 years. GHG emissions largely impact FDI inflows, 
while high FDI inflows largely affect insurance and fi-
nancial statistics over time. The overall results indicate 
that technological innovations have an enormous role 
in promoting a country’s economic growth through 
improved logistics activities, smart applications in fi-
nance & insurance services, and technology associated 
FDI inflows. However, technological innovations need 
to be sustainable (low-carbon) for compliance with 
the post-Paris Agreement (COP21) and the 2030 UN 
agenda on sustainable development.

5. Conclusions and Policy Implications
A worldwide partnership and mutual collaboration to 
limit GHG emissions and maintain the global average 
temperature less than 2ºC are highly desirable for sus-
tainable development. Advancements in low-carbon 

Table IX. VDA Estimates for GHG Emissions.

Variance Decomposition of GHG:

Period SE. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 234456.2 100 0 0 0 0 0 0
2 284331.5 99.44628 0.006644 0.117395 0.108988 0.307444 0.012759 0.000490
3 342965.1 99.10348 0.009513 0.108433 0.198511 0.559491 0.018995 0.001576
4 390884.2 98.83121 0.010392 0.117089 0.311536 0.706162 0.020675 0.002935
5 437160.0 98.58239 0.010835 0.155015 0.412710 0.812592 0.022641 0.003821
6 480582.2 98.37075 0.011238 0.206539 0.505770 0.878212 0.023085 0.004410
7 522484.5 98.19143 0.011660 0.268532 0.586761 0.914423 0.022507 0.004682
8 563066.2 98.03768 0.012183 0.337498 0.657027 0.929674 0.021222 0.004717
9 602703.2 97.90328 0.012835 0.412552 0.717332 0.929839 0.019585 0.004575

10 641594.3 97.78309 0.013644 0.492858 0.769051 0.919223 0.017816 0.004317

Source: Author’s estimation.
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technological innovations provide an option as 
climate-resilient strategies. This study examines 
the role of technological innovations and air freight 
pricing in mitigating GHG emissions in a panel 
of 39 R&D economies between 1995 and 2018. 
For this purpose, the study employed the panel 
quantile regression technique to obtain parameter 
estimates at lowest to highest quantile distribution. 
In addition, the panel Granger causality test and 
innovation accounting matrix assess the cause-ef-
fect relationship and inter-temporal forecast rela-
tionship between the variables over the next ten 
years. The results show that technology innovations 
and insurance and financial services are the main 
predictors to reduce GHG emissions whereas, air 
transportation freight, freight pricing, and FDI 
inflows increase GHG emissions, evidencing the 
‘pollution haven’ hypothesis across countries. 
The causality estimates confirmed the feedback 
relationship between freight pricing and GHG 
emissions and technology innovations. Further-
more, causality is two-way between technology in- 
novation and air freight, freight revenues and FDI 
inflows. Air freight revenues and FDI inflows have a 
unidirectional relationship with insurance and finan-
cial services while GHG emissions Granger cause 
technical innovation and FDI inflows. Air freight 
and insurance and financial services Granger cause 
FDI inflows and GHG emissions, respectively. The 
IRF and VDA estimates confirmed the viability of 
sustainable technological innovation and air freight 
pricing in GHG emissions’ mitigation over the next 
10 years. Thus, based on robust inferences, the fol-
lowing policy implications are proposed to support 
the post-Paris agreement (COP21) and the 2030 UN 
agenda on sustainable development:

i) Technological advancement in cleaner produc-
tion, including upgrading renewable energy 
projects, electrified vehicles, and hybrid technol-
ogy, are climate-resilient strategies which would 
be achieved through higher spending on R&D 
projects across countries.

ii) Air freight pricing would help improve air freight 
and logistics activities towards a more sustainable 
model, i.e., by shifting to renewable fuel-based 
activities, technology–improved logistics oper-
ations, and logistics environmental regulations.

iii) Efficient air freight pricing would result in freight 
revenues available to support sustainable policy 
options, i.e., new emerging technological inno-
vation-based markets and enhancing economic 
activities.

iv) Urgent need to improve insurance and financial 
activities to support logistics activities and cli-
mate-based financing by technological advance-
ment and logistics pricing.

v) Urgent need for strict governmental environ-
ment-based reforms to limit polluting industries 
by advances in cleaner production, renewable 
energy sources, smart grid energy applications, 
electrified vehicles, and hybrid technologies. 
Massive environmental reforms are required 
across all countries to achieve sustainability.

These five important policy implications may set 
out environmental sustainability targets as suggested 
by the Paris Agreement (COP21) and 2030 United 
Nations sustainable development agenda through 
technology assisted growth, integrated climate-resil-
ient projects, renewable energy reforms, energy and 
resource market financing and strict environmental 
regulatory mechanisms. Thus, it would help maintain 
the global temperature of less than 1.5ºC through 
cooperation among the R&D economies for globally 
shared prosperity.
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Table SI. Principal Component Analysis (PCA) for Technology Innovation Index (TINDEX).

Eigenvalues: (Sum = 4, Average = 1)

Number Value Difference Proportion Cumulative
Value

Cumulative
Proportion

1 1.619 0.244 0.404 1.619 0.404
2 1.375 0.773 0.343 2.994 0.748
3 0.601 0.198 0.150 3.5963 0.899
4 0.403 --- 0.100 4 1

Eigenvectors (loadings):

Variable PC 1 PC 2 PC 3 PC 4

TINOV_1 0.628 –0.280 0.448 –0.570
TINOV_2 0.355 0.636 0.498 0.469
TINOV_3 0.470 –0.572 –0.205 0.638
TINOV_4 0.507 0.433 –0.7122 –0.215

Ordinary correlations:

TINOV1 TINOV2 TINOV3 TINOV4

TINOV_1 1
TINOV_2 0.141625 1
TINOV_3 0.497567 –0.171175 1
TINOV_4 0.205890 0.416831 0.078619 1
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Table S2. Dumitrescu Hurlin Panel Causality Tests.

Null Hypothesis: W-Stat. Zbar-Stat. Prob.

TINOVINDEX ╬ GHG 5.20111 7.06997 2.E-12
GHG ╬  TINOVINDEX 3.67852 3.40158 0.0007
ATF  ╬  GHG 5.38831 7.52098 5.E-14
GHG  ╬  ATF 4.14349 4.52183 6.E-06
FPRICE  ╬  GHG 3.76676 3.61417 0.0003
GHG  ╬ FPRICE 8.00943 13.8361 0.0000
FREV  ╬  GHG 2.84295 1.38843 0.1650
GHG  ╬  FREV 4.80693 6.12027 9.E-10
FDI  ╬  GHG 4.26128 4.80564 2.E-06
GHG  ╬ FDI 3.32739 2.55560 0.0106
IFS  ╬  GHG 3.71429 3.48777 0.0005
GHG  ╬  IFS 5.22585 7.12957 1.E-12
ATF  ╬  TINOVINDEX 3.12196 2.06066 0.0393
TINOVINDEX  ╬ ATF 3.09398 1.99325 0.0462
FPRICE  ╬  TINOVINDEX 3.44860 2.84764 0.0044
TINOVINDEX  ╬  FPRICE 3.71544 3.49055 0.0005
FREV  ╬ TINOVINDEX 3.06784 1.93028 0.0536
TINOVINDEX  ╬ FREV 3.55222 3.09728 0.0020
FDI  ╬ TINOVINDEX 3.29888 2.48693 0.0129
TINOVINDEX  ╬ FDI 3.03813 1.85868 0.0631
IFS  ╬e TINOVINDEX 4.75054 5.98441 2.E-09
TINOVINDEX ╬ IFS 4.94154 6.44459 1.E-10
FPRICE ╬ ATF 4.85606 6.23864 4.E-10
ATF ╬ FPRICE 4.90792 6.36359 2.E-10
FREV ╬ ATF 6.24772 9.59156 0.0000
ATF ╬ FREV 7.23952 11.9811 0.0000
FDI ╬ ATF 4.02515 4.23671 2.E-05
ATF ╬ FDI 3.09510 1.99594 0.0459
IFS ╬ ATF 4.74880 5.98021 2.E-09
ATF ╬ IFS 4.89463 6.33156 2.E-10
FREV ╬ FPRICE 4.84142 6.20337 6.E-10
FPRICE ╬ FREV 4.40877 5.16098 2.E-07
FDI ╬ FPRICE 2.68430 1.00620 0.3143
FPRICE ╬ FDI 2.94947 1.64507 0.1000
IFS ╬ FPRICE 4.17232 4.59130 4.E-06
FPRICE ╬ IFS 3.19262 2.23090 0.0257
FDI ╬ FREV 3.46386 2.88441 0.0039
FREV ╬ FDI 3.44165 2.83088 0.0046
IFS ╬ FREV 4.93863 6.43757 1.E-10
FREV ╬ IFS 4.39860 5.13648 3.E-07
IFS ╬ FDI 2.45126 0.44473 0.6565
FDI ╬ IFS 3.84106 3.79321 0.0001

Note: ╬ shows ‘does not Granger cause’.
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Table S3. Other IRF Estimates.

Response of TINOVINDEX:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 0.006996 0.143862 0 0 0 0 0
2 0.007779 0.154365 1.44E–05 0.001921 –0.006198 –0.008429 –0.003595
3 0.006053 0.154358 –0.002255 0.002796 –0.008228 –0.008032 –0.004784
4 0.005108 0.153868 –0.003335 0.003328 –0.009922 –0.007133 –0.005408
5 0.003867 0.153326 –0.003981 0.003661 –0.010710 –0.006635 –0.005961
6 0.002743 0.152780 –0.004185 0.003898 –0.011011 –0.006324 –0.006468
7 0.001578 0.152223 –0.004155 0.004080 –0.011113 –0.006146 –0.006945
8 0.000414 0.151661 –0.004021 0.004237 –0.011112 –0.006066 –0.007405
9 –0.000765 0.151100 –0.003827 0.004379 –0.011060 –0.006044 –0.007852

10 –0.001957 0.150541 –0.003599 0.004516 –0.010987 –0.006059 –0.008288

Response of ATF:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 22.53127 28.02587 474.0766 0 0 0 0
2 42.69527 10.94580 406.5271 0.478103 –153.9177 –51.09418 –5.203977
3 56.95983 15.98292 350.9324 –2.599750 –174.8257 –79.75076 –13.46052
4 81.26306 22.93814 338.5393 –6.353762 –192.9530 –85.60743 –17.94478
5 102.9077 28.19438 327.2605 –10.15455 –206.4116 –89.74252 –21.69883
6 126.3216 33.34876 318.9573 –13.77222 –213.6043 –91.87496 –25.06563
7 150.1104 38.34796 313.1534 –17.21821 –218.4319 –92.74849 –28.07165
8 174.5420 43.18261 308.1302 –20.47783 –221.9690 –93.25879 –30.86308
9 199.4598 47.90528 303.4603 –23.59954 –224.6929 –93.58605 –33.50653

10 224.8829 52.52854 298.8684 –26.62347 –226.9593 –93.82003 –36.03283

Response of FPRICE:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 –0.583654 0.001513 0.079817 11.03347 0 0 0
2 1.217401 –0.360767 0.159501 7.337689 0.048301 –0.011956 0.473231
3 0.213671 –0.333651 0.249345 4.931379 0.120002 0.040648 0.251233
4 0.324511 –0.303051 0.153418 3.343073 0.129077 –0.005239 0.116981
5 0.126807 –0.281641 0.138641 2.257896 0.128704 –0.005285 0.023147
6 0.085880 –0.267112 0.096954 1.530020 0.108262 –0.014243 –0.038875
7 0.025117 –0.256839 0.069565 1.036608 0.093033 –0.015922 –0.080494
8 –0.005094 –0.249611 0.046538 0.703638 0.078996 –0.016579 –0.107446
9 –0.029856 –0.244589 0.030164 0.478276 0.068507 –0.015714 –0.124585

10 –0.045624 –0.241075 0.018033 0.325901 0.060722 –0.014496 –0.134975

Response of FREV:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 –43750.29 8254.447 1152528. 61020.13 2306578. 0 0
2 108917.5 –46661.81 1322306. 85724.65 682997.2 140990.1 29035.25
3 –8148.433 –68364.28 642311.3 82764.53 235642.9 –98752.50 –25948.70
4 28956.17 –40777.13 459792.6 67753.64 86959.10 –115140.8 –52998.51
5 29818.73 –29850.49 375391.0 49918.80 –38797.91 –108548.4 –65171.70
6 44669.53 –22961.48 313181.1 34570.53 –100600.1 –105436.4 –73564.14
7 58886.98 –16807.72 282549.3 21517.11 –131305.3 –98240.08 –78708.90
8 75799.72 –11796.70 265254.2 11121.96 –148824.5 –92358.72 –81930.90
9 93263.65 –7379.804 254534.3 2898.216 –158461.6 –88225.32 –84155.74

10 111668.2 –3286.634 247410.4 –3608.250 –164053.3 –85415.35 –85769.03
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Table S3. Other IRF Estimates.

Response of FDI:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 1.66E+09 4.19E+08 2.20E+09 1.56E+08 1.58E+09 2.60E+10 0
2 2.06E+09 4.64E+08 1.29E+09 –2.89E+08 –3.37E+09 1.40E+10 1.39E+09
3 1.91E+09 5.53E+08 6.87E+08 –4.37E+08 –1.14E+09 7.16E+09 1.24E+09
4 2.31E+09 6.00E+08 1.63E+09 –4.72E+08 –9.08E+08 4.01E+09 1.27E+09
5 2.42E+09 5.72E+08 1.69E+09 –4.62E+08 –1.09E+09 2.07E+09 1.25E+09
6 2.60E+09 5.82E+08 1.62E+09 –4.42E+08 –1.16E+09 9.82E+08 1.22E+09
7 2.77E+09 6.02E+08 1.57E+09 –4.28E+08 –1.25E+09 3.90E+08 1.18E+09
8 2.94E+09 6.23E+08 1.50E+09 –4.20E+08 –1.32E+09 58837400 1.14E+09
9 3.11E+09 6.46E+08 1.44E+09 –4.20E+08 –1.38E+09 –1.24E+08 1.10E+09

10 3.29E+09 6.69E+08 1.39E+09 –4.25E+08 –1.41E+09 –2.24E+08 1.07E+09

Response of IFS:

Period GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 –0.013793 0.033542 0.066385 –0.022186 –0.059138 0.051513 1.182659
2 0.000789 0.088794 0.032260 –0.015979 –0.059183 0.081600 1.135451
3 –0.003939 0.096597 0.044148 –0.018128 –0.057201 0.109064 1.113183
4 –0.003405 0.100000 0.050723 –0.019351 –0.061962 0.122594 1.092128
5 –0.004393 0.103254 0.056456 –0.020271 –0.064711 0.127765 1.071426
6 –0.004101 0.106556 0.062746 –0.020825 –0.067534 0.128703 1.051132
7 –0.003618 0.109832 0.068904 –0.021137 –0.070658 0.127176 1.031167
8 –0.002599 0.113121 0.074794 –0.021272 –0.073942 0.124292 1.011506
9 –0.001164 0.116435 0.080475 –0.021303 –0.077348 0.120710 0.992137

10 0.000723 0.119773 0.085942 –0.021275 –0.080839 0.116772 0.973056
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Table S4. Other VDA Estimates.

Variance Decomposition of TINOVINDEX:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 0.144032 0.235898 99.76410 0.000000 0.000000 0.000000 0.000000 0.000000
2 0.211566 0.244513 99.47380 4.66E–07 0.008246 0.085837 0.158729 0.028874
3 0.262281 0.212352 99.36014 0.007392 0.016728 0.154265 0.197069 0.052052
4 0.304456 0.185740 99.28039 0.017483 0.024365 0.220697 0.201146 0.070179
5 0.341234 0.160703 99.22235 0.027525 0.030908 0.274199 0.197931 0.086380
6 0.374200 0.139007 99.17958 0.035400 0.036552 0.314598 0.193156 0.101703
7 0.404281 0.120613 99.14667 0.040890 0.041501 0.345083 0.188596 0.116642
8 0.432081 0.105684 99.11936 0.044460 0.045947 0.368243 0.184818 0.131485
9 0.458017 0.094333 99.09476 0.046548 0.050034 0.386027 0.181894 0.146402

10 0.482396 0.086685 99.07080 0.047528 0.053867 0.399866 0.179752 0.161499

Variance Decomposition of ATF:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 475.4384 0.224586 0.347480 99.42793 0.000000 0.000000 0.000000 0.000000
2 647.7478 0.555450 0.215755 92.95377 5.45E–05 5.646316 0.622201 0.006454
3 763.7689 0.955693 0.198976 87.96995 0.001198 9.300653 1.537826 0.035702
4 866.0274 1.623813 0.224915 83.70299 0.006314 12.19802 2.173247 0.070704
5 959.0210 2.475602 0.269842 79.90190 0.016361 14.57956 2.647884 0.108850
6 1045.662 3.541744 0.328690 76.51370 0.031109 16.43648 2.999255 0.149021
7 1128.219 4.812631 0.397878 73.42994 0.050014 17.86743 3.252192 0.189918
8 1208.094 6.284645 0.474771 70.54635 0.072351 18.95872 3.432267 0.230899
9 1286.306 7.948107 0.557491 67.79386 0.097480 19.77463 3.556907 0.271527

10 1363.656 9.791598 0.644422 65.12455 0.124852 20.36497 3.638188 0.311419

Variance Decomposition of FPRICE:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS
1 11.04919 0.279029 1.87E-06 0.005218 99.71575 0.000000 0.000000 0.000000
2 13.33380 1.025207 0.073207 0.017893 98.75634 0.001312 8.04E-05 0.125961
3 14.22699 0.923077 0.119303 0.046433 98.76021 0.008267 0.000887 0.141826
4 14.62308 0.922995 0.155877 0.054959 98.70905 0.015617 0.000852 0.140646
5 14.80082 0.908300 0.188365 0.062421 98.67973 0.022806 0.000845 0.137533
6 14.88310 0.901614 0.218498 0.065977 98.64844 0.027846 0.000927 0.136699
7 14.92207 0.897195 0.246984 0.067806 98.61650 0.031587 0.001036 0.138896
8 14.94141 0.894885 0.274254 0.068601 98.58310 0.034301 0.001156 0.143707
9 14.95181 0.894040 0.300632 0.068912 98.54835 0.036353 0.001265 0.150451

10 14.95812 0.894215 0.326353 0.068999 98.51264 0.037970 0.001358 0.158466
VarianceDecompositionofFREV:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 2579598. 0.028765 0.001024 19.96176 0.055955 79.95250 0.000000 0.000000
2 2985199. 0.154601 0.025198 34.52665 0.124247 64.93678 0.223065 0.009460
3 3066190. 0.147248 0.073596 37.11502 0.190630 62.14221 0.315165 0.016129
4 3105423. 0.152245 0.088990 38.37537 0.233446 60.66038 0.444724 0.044850
5 3131514. 0.158786 0.096600 39.17558 0.254983 59.66914 0.557499 0.087418
6 3151956. 0.176817 0.100658 39.65633 0.263716 58.99953 0.662188 0.140760
7 3170483. 0.209254 0.102295 39.98843 0.265249 58.48354 0.750484 0.200750
8 3188373. 0.263432 0.102520 40.23307 0.263497 58.04695 0.825997 0.264536
9 3206126. 0.345141 0.101917 40.41901 0.260669 57.65016 0.892597 0.330513

10 3224053. 0.461278 0.100891 40.55966 0.257903 57.26976 0.952887 0.397619
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Table S4. Other VDA Estimates.

Variance Decomposition of FDI:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 2.62E+10 0.402257 0.025522 0.705152 0.003517 0.363134 98.50042 0.000000
2 3.00E+10 0.776554 0.043338 0.720409 0.011936 1.531888 96.70186 0.214011
3 3.10E+10 1.109328 0.072444 0.725464 0.031045 1.572676 96.12904 0.360006
4 3.14E+10 1.618996 0.106813 0.972909 0.052747 1.612842 95.12278 0.512913
5 3.17E+10 2.173851 0.137600 1.239666 0.073173 1.704131 94.01064 0.660940
6 3.19E+10 2.808616 0.168952 1.479595 0.091383 1.813913 92.84014 0.797407
7 3.21E+10 3.511767 0.201760 1.697595 0.107895 1.941293 91.61810 0.921590
8 3.24E+10 4.287142 0.236053 1.889333 0.123269 2.082034 90.34880 1.033368
9 3.26E+10 5.134798 0.271903 2.057103 0.138070 2.229950 89.03502 1.133156

10 3.28E+10 6.056529 0.309231 2.203576 0.152713 2.380553 87.67582 1.221574

Variance Decomposition of IFS:

Period S.E. GHG TINOVINDEX ATF FPRICE FREV FDI IFS

1 1.187876 0.013483 0.079734 0.312321 0.034883 0.247851 0.188061 99.12367
2 1.649133 0.007018 0.331274 0.200311 0.027487 0.257386 0.342405 98.83412
3 1.996398 0.005178 0.460167 0.185588 0.027001 0.257726 0.532094 98.53225
4 2.282581 0.004184 0.543944 0.191349 0.027842 0.270840 0.695495 98.26635
5 2.528422 0.003711 0.610079 0.205804 0.029119 0.286235 0.822167 98.04289
6 2.744934 0.003372 0.668324 0.226870 0.030462 0.303392 0.917424 97.85015
7 2.938777 0.003094 0.722742 0.252903 0.031750 0.322497 0.987661 97.67935
8 3.114373 0.002824 0.775471 0.282864 0.032936 0.343525 1.038701 97.52368
9 3.274858 0.002567 0.827738 0.316206 0.034018 0.366465 1.075255 97.37775

10 3.422556 0.002355 0.880305 0.352557 0.035009 0.391307 1.100860 97.23761
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