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RESUMEN

Los cambios en la Oscilacion Intraestacional del Pacifico Tropical del Norte (ISO, por sus siglas en inglés)
al final del siglo XXI y sus implicaciones para la génesis de los ciclones tropicales (CT) se analizan en el
escenario Trayectorias Socioecondmicas Compartidas del conjunto de datos del Proyecto de Intercompara-
cion de Modelos Acoplados fase 6 (CMIP6). Las medias combinadas multimodelo de vientos de nivel bajo
y anomalias de precipitacion asociadas con el modo dominante intraestacional muestran que la amplitud de
la precipitacion aumenta mientras que la del viento se debilita en un escenario de calentamiento global, de
manera consistente con estudios previos sobre la alberca de agua caliente del Indo-Pacifico. El patrén in-
traestacional de precipitacion y viento del Pacifico nororiental también tiende a desplazarse hacia el suroeste
en un clima mas calido, asociado con anomalias positivas de precipitacion mas débiles cerca de la costa de
Meéxico y Centroamérica durante la fase de intensificacion de la conveccion y los vientos del oeste. Posterior-
mente se analizan las implicaciones del modo intraestacional dominante para la formacion de CT mediante
un indice potencial de formacion (GPI, por sus siglas en inglés) de CT empirico. En la simulacion historica,
el GPI muestra anomalias positivas en la fase de intensificacion convectiva del ISO en la zona del Pacifico
nororiental. La modulacion del GPI por la ISO se debilita cerca de la costa de México y Centroamérica como
resultado del calentamiento, en asociacion con el desplazamiento hacia el sur de las anomalias del GPI. Un
analisis mas a fondo de la contribucion de variables individuales que intervienen en el GPI muestra que la
humedad relativa y los cambios de vorticidad que se manifiestan en los episodios del ISO debilitan con el
calentamiento las anomalias positivas de este indice cerca de las costas mexicanas y favorecen la formacion
de CT hacia el suroeste. El impacto de los cambios andmalos de la cizalla vertical también favorece la for-
macion lejos de la costa. Estos resultados sugieren una modulacién mas débil de los CT por el ISO cerca de
la costa mexicana en un clima mas calido.

ABSTRACT

Changes to the tropical eastern North Pacific Intraseasonal Oscillation (ISO) at the end of the 21st century
and implications for tropical cyclone (TC) genesis are examined in the Shared Socioeconomic Pathways
(SSP585) scenario of the Coupled Model Intercomparison Project phase 6 (CMIP6) data set. Multimodel mean
composite low-level wind and precipitation anomalies associated with the leading intraseasonal mode indicate
that precipitation amplitude increases while wind amplitude weakens under global warming, consistent with
previous studies for the Indo-Pacific warm pool. The eastern North Pacific intraseasonal precipitation/wind
pattern also tends to shift southwestward in a warmer climate, associated with weaker positive precipitation
anomalies near the coast of Mexico and Central America during the enhanced convection/westerly wind
phase. Implications for the modulation of TC genesis by the leading intraseasonal mode are then explored
using an empirical genesis potential index (GPI). In the historical simulation, GPI shows positive anomalies
in the eastern North Pacific in the convectively enhanced phase of the ISO. The ISO’s modulation of GPI
weakens near the coast of Mexico and Central America with warming, associated with a southward shift of

© 2022 Universidad Nacional Autonoma de México, Instituto de Ciencias de la Atmosfera y Cambio Climatico.
This is an open access article under the CC BY-NC License (http://creativecommons.org/licenses/by-nc/4.0/).
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GPI anomalies. Further examination of the contribution from individual environmental variables that enter
the GPI shows that relative humidity and vorticity changes during ISO events weaken positive GPI anoma-
lies near the Mexican coast with warming and make genesis more favorable to the southwest. The impact of
vertical shear anomaly changes is also to favor genesis away from the coast. These results suggest a weaker
modulation of TCs near the Mexican Coast by the ISO in a warmer climate.

Keywords: ISO, global warming, eastern North Pacific, tropical cyclone.

1. Introduction

The eastern North Pacific (ENP) warm pool is a part
of the Western Hemisphere warm pool (Wang and
Enfield, 2001), approximately encompassed by the
area east of 120° W and west of Mexico and Central
America, where the surface temperature is generally
above 27 °C. Although not as large as its Indo-Pacific
counterpart, the ENP features similar large-scale
atmospheric circulation, tropical convection, and
tropical cyclone features and variability to that of the
west Pacific warm pool (Misra et al., 2016). Tropical
cyclones (TCs) that form in the ENP and their rem-
nants are an important source of precipitation in Mex-
ico and the southwestern United States (Englehart and
Douglas, 2001; Ritchie et al., 2011; Dominguez and
Magafia, 2018). On the intraseasonal time scale, the
Madden Julian Oscillation (MJO; Madden and Julian,
1971, 1972; Maloney and Esbensen, 2003; Neena et
al., 2014) modulates convection in this region during
boreal summer, with notable northward propagation
of convection anomalies (Jiang and Waliser, 2008,
2009; Maloney et al., 2008). Modeling evidence sug-
gests that the ENP can support its own intraseasonal
mode of variability (hereafter ENP ISO) in isolation
from the Eastern Hemisphere, although variability in
this region tends to phase-lock with the MJO (Jiang
etal.,2012; Rydbeck et al., 2013). The ENP ISO has
been implicated in the modulation of TC genesis and
overall TC activity in this region (e.g., Molinari et al.,
1997; Maloney and Hartmann, 2000, 2001; Higgins
and Shi, 2005; Romero-Vadillo et al., 2007; Camargo
etal., 2008; Klotzbach, 2010, 2014; Jiang et al., 2012;
Slade and Maloney, 2013).

The MJO affects TC genesis by altering large-
scale environmental variables including relative
vorticity, humidity, and vertical wind shear, with the
relative importance of different variables depending
on basin (Camargo et al., 2009; Zhao and Li, 2019).
By analyzing a genesis potential index (GPI) using
reanalysis data over the global oceans, Camargo et

al. (2009) showed that midlevel relative humidity
fluctuations make the largest contribution to MJO
composite GPI anomalies, followed by contributions
from low-level absolute vorticity, with only minor
contributions from vertical wind shear and potential
intensity. In the ENP region, while midlevel humidity
and low-level vorticity are the two most important
contributors to ISO composite GPI anomalies (Ca-
margo et al., 2009), the relative importance of each
variable depends strongly on location and ISO phase
(Jiang et al., 2012). Previous studies have reported
that TC development is increased (by up to four times)
when lower-tropospheric wind anomalies in the east
Pacific associated with the ISO are westerly (when
convection is enhanced) vs. easterly (e.g., Maloney
and Hartmann, 2000; Aiyyer and Molinari, 2008).
Barotropic energy conversions from the mean state
to eddies during the convective phase of the MJO
have been hypothesized to contribute to the increase
of cyclogenesis by strengthening the easterly wave
seed disturbances for TCs (Maloney and Hartmann,
2001). Barrett and Leslie (2009) attributed increased
TC formation during the ISO’s convectively active
phase to enhanced upper-tropospheric divergence.
Given these impacts of the ISO on TC activity in
the current climate, understanding changes of ENP
intraseasonal variability under global warming and
its influence on TC activity is of interest to people
living in this region.

Much recent work has been conducted on MJO
changes under global warming (see a review in
Maloney et al., 2019). Global climate models gen-
erally predict that MJO precipitation amplitude will
increase while MJO circulation strength increases
at a slower rate or even weakens in the presence of
global mean temperature warming (e.g., Takahashi
et al., 2011; Arnold et al., 2013, 2015; Chang et al.,
2015; Adames et al., 2017a, b; Bui and Maloney,
2018, 2019a, 2020; Rushley et al., 2019, among
many others). Differences in the rate of change be-
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tween MJO precipitation and wind are explained by
increased static stability in the tropics under global
warming in the presence of weak horizontal tempera-
ture gradients (Bui and Maloney, 2019b). In addition,
MJO variance is projected to shift further eastward
into the central equatorial Pacific in a warmer cli-
mate (Bui and Maloney, 2018). Most of the studies
above have focused on MJO change in the Eastern
Hemisphere, with ISO change in the ENP receiving
less emphasis. The fact that the ENP ISO tends to be
poorly represented in most global climate models is
likely one reason for this lack of emphasis (e.g., Jiang
et al., 2013; Lin et al., 2008).

ISO variance and northward propagation in the
ENP were underestimated in the previous climate
models in phase 3 of the Coupled Model Intercom-
parison Project (CMIP3; Lin et al., 2008). The fifth
phase of CMIP (CMIP5) shows some improvements
in the ENP ISO, although only a few models can
capture the spatial pattern of the leading mode of
intraseasonal variability (Jiang et al., 2013). CMIP6
(Eyring et al., 2016) provides another state-of-the-
art multimodel dataset to advance our knowledge
of climate variability and climate change. After
documenting the ability of CMIP6 models to sim-
ulate ENP ISO precipitation and wind variability
in current climate, we will examine how the ENP
ISO changes at the end of the 21st century in the
Shared Socioeconomic Pathways (SSP) with fos-
sil-fueled development combined with 8.5 W m™>
forcing scenario (SSP585; O’Neill et al., 2016) in
14 CMIP6 models. We will then use a GPI to infer
how the modulation of TC genesis by the ENP ISO
may change in a future warmer climate. The effect
of anthropogenic forcing on the mean TC activity
including its frequency, intensity, and spatial dis-
tribution has been extensively studied in recent
years (see the review of Knutson et al., 2010, 2020;
Murakami et al., 2020), although relatively little
work has examined how the intraseasonal modu-
lation of TC activity may change. In particular, we
will quantify the contributions from changes in ENP
ISO dynamics including wind shear and vorticity
anomalies (e.g., Liebmann et al., 1994; Maloney
and Hartmann, 2000; Hall et al., 2001) and relative
humidity anomalies (e.g., Camargo et al., 2009) to
changes in the ENP ISO’s modulation of TC genesis
in a future warmer climate.

We describe the CMIP6 models, observational
datasets, and methodology in section 2. Section 3 ex-
amines projected ISO changes in the ENP at the end of
the 21st century in the SSP585 scenario, followed by an
examination of the impacts on TC genesis in section 4.
The main conclusions are summarized in section 5.

2. Data and methodology

2.1 CMIP6 models and observational datasets

The historical and the Shared Socioeconomic Path-
ways (SSP) with fossil-fueled development combined
with 8.5 W m ™ forcing scenario (SSP585; O’Neill
et al., 2016) experiments from 14 CMIP6 models
(Eyring et al., 2016) were used to investigate changes
of'the ENP ISO and its impacts on TC genesis under
anthropogenic warming. The present and future cli-
mate were defined using 1986-2005 in the historical
run and 2081-2100 in SSP585, respectively. The 14
CMIP6 models examined provide daily mean data
that are necessary for [ISO-related diagnosis. A brief
description and the spatial resolution of the models
used are given in Table I.

Among these 14 models, 12 of them will be shown
to produce a reasonable simulation of ENP intrase-
asonal variability in current climate, and only these
models are used to examine changes of ENP ISO be-
havior with warming. These 12 models are indicated
in bold in Table I. Due to the availability of variables
that are needed to calculate TC potential intensity
that goes into the calculation of genesis potential
index (GPI), only eight of the 12 chosen models were
included in the GPI calculation in section 4. These
models are noted with an asterisk in Table 1.

ENP ISO convective characteristics in the ob-
served record are assessed using the Integrated
Multi-satellitE Retrievals for Global Precipitation
Measurement (GPM IMERG) version 6 (Huffman
et al., 2018) and interpolated daily with outgoing
longwave radiation (OLR) from the National Oceanic
and Atmospheric Administration (NOAA) polar-or-
biting satellite product (Liebmann and Smith, 1996).
Observed ENP ISO wind variability is characterized
using 850-hPa zonal wind from the fifth global
reanalysis produced by the European Center for
Medium-Range Weather Forecasts (ERAS; Hersbach
etal., 2020). All of the observational analysis covers
the period 2001-2019.
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Table 1. List of the 14 CMIP6 models used in this study. Models determined to have a good eastern North Pacific
ISO in the current climate are noted in bold. Eight models included in the GPI calculation are noted with *.

# Model Description Resolution

1* BCC-CSM2-MR Beijing Climate Center, China 1.125 x 1.125
*

g* gggﬁ%_w ACCM National Center for Atmospheric Research, USA 1.25x0.94

4 CNRM-CM6-1 . i . 14x14

5 CNRM-CM6-1-HR Centre National de Recherches Météorologiques, France 05%05

6* EC-Earth3 .

7 EC-Earth3-Veg A European Community Earth System Model 0.7 x 0.7

8 GFDL-CM4 Geophysical Fluid Dynamics Laboratory, USA 25x%2

9% MIROC6 Model for Interdisciplinary Research on Climate, Japan 1.4x14

10 MPI-ESM1-2-HR . 0.94 x 0.94

1 MPLESM1-2-LR Max Planck Institute Earth System Model, Germany 1 875 % 1.875

12*  MRI-ESM2 Meteorological Research Institute, Japan 1.125 x 1.125

13*  NorESM2-LM . . 2.5x1.875

14*  NorESM2-MM Norwegian Climate Centre, Norway 125 % 0.94

Both model output and observational data are con-
verted to a daily mean and have been interpolated to
acommon grid of 2.5° (longitude) 2° (latitude) before
analysis. Only boreal summer (May to October) is
examined in this study.

2.2 ENP ISO composite and genesis potential index
To highlight boreal summer intraseasonal variability
in the ENP, a local ENP ISO index was generated
from the first principal component (PC1) of the lead-
ing combined empirical orthogonal function (CEOF;
e.g., Wheeler and Hendon, 2004; Lee et al., 2013)
0f 20-100 day filtered 850-hPa zonal wind and OLR
over the ENP domain (0°-30° N, 75°-125° W). Each
field was normalized by its domain standard devia-
tion before the CEOF analysis was conducted. The
structure of this leading mode is shown in Figure 3,
which explains 29.6 and 33.1% of the total variance in
observations and historical simulation, respectively.
The ENP ISO index created here is similar to that
employed by Maloney and Hartmann (2001), except
that a CEOF analysis is done rather than EOF analysis
using only the 850-hPa zonal wind field. Maloney et
al. (2008) and Jiang et al. (2013) similarly produced
alocal ENP intraseasonal index based on the leading

complex EOF of 30-90 day filtered precipitation. In
our analysis, days when the PC time series of the
leading CEOF is greater than 1o are used for compos-
ite analysis, corresponding to positive precipitation
anomalies and anomalous low-level westerly winds.
Composites based on negative deviations of the index
have a similar pattern, but with opposite sign (see
Fig. S1 in the supplementary materials).

We use the TC genesis potential index (GPI) de-
veloped by Emanuel and Nolan (2004) and discussed
in detail by Camargo et al. (2007) to assess how ENP
ISO changes affect TC genesis potential in a warmer
climate. Following Camargo et al. (2009), the GPI
is calculated as

HY(PrY -
GPI=‘105n‘M(%] (%] (1+07,.)" (O

where 7 is the absolute vorticity at 850 hPa (s™),
‘H is the relative humidity at 600 hPa (%), PI is the
potential intensity (m s_l), and Vihear 1S the magnitude
of the vertical wind shear between 850 and 250 hPa
(m s7!). The potential intensity (PI) is calculated
based on Emanuel (1995) as modified by Bister and
Emanuel (1998). Since daily values at sufficient
vertical resolution are not available for most models
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to adequately calculate PI, we use monthly mean
surface temperature and pressure and vertical profiles
of atmospheric temperature and humidity. While
this prevents a realistic depiction of intraseasonal PI
variations, Pl has been shown to only produce minor
contribution to intraseasonal TC genesis potential
variations in the east Pacific (Camargo et al., 2009).
To assess the individual importance of the variables
that comprise the GPI for determining the ENP ISO
GPI anomalies, the following method is used. First,
the GPI is calculated where all three variables other
than PI (i.e., 7, H, Vinear) are allowed to fully vary.
Then, we recompute the GPI such that two out of
the three variables are allowed to vary, but with the
climatological annual cycle of the remaining variable
input. This quantity can then be subtracted from
the GPI calculated using all variables to assess the
importance of the variable of interest. This allows
more nonlinearity in the calculation than setting all
variables to the climatological mean as done in Ca-
margo et al. (2009). The method therefore provides a
better quantitative estimate of the relative importance
of the different factors to intraseasonal variability of
GPI anomalies.

3. Changes in the ENP ISO

3.1 Changes in summer mean state

We first briefly discuss the multimodel mean oceanic
climatological May-October precipitation, 850 hPa
zonal wind and OLR distributions over the eastern
North Pacific (Fig. 1). Given our emphasis on warm
pool intraseasonal variability and TC genesis po-
tential, we only concentrate on oceanic fields in this
analysis. Similar plots from satellite and reanalysis
fields can be found in Maloney and Esbensen (2007)
and Xie et al. (2005), and from CMIP5 models in
Jiang et al. (2013). The multimodel mean precipita-
tion in the historical CMIP6 simulation has the main
axis of the ITCZ centered at around 9° N (Fig. 1a),
coincident with the minimum OLR in the ITCZ re-
gion (Fig. 1¢), which expands northward toward the
coast east of 120° W. We note that the precipitation
minimum over the cold waters west of Costa Rica
Dome (9° N and 90° W; also see figure 4 in Xie et al.,
2005) is still not well-produced in the CMIP6 models
analyzed here. The 850 hPa zonal wind is dominated
by an easterly component (Fig. 1e), although the flow

at the surface is mean westerly near 10° N in the ENP
warm pool (not shown here). This basic state flow has
implication for air-sea interaction, since a westerly
anomaly at the surface would produce enhanced wind
speed and surface latent heat flux (Maloney and Es-
bensen, 2003) that has been argued to be important
for the dynamics of ISO in the ENP (e.g., Maloney
and Esbensen, 2007; Maloney et al., 2008).

Under global warming, mean precipitation in-
creases over the southern part of the ENP between 5°
to 10° N and west of 150° W (Fig. 1b), suggesting a
strengthening and southwestward shift of mean pre-
cipitation within the ENP intertropical convergence
zone (ITCZ). The westward shift may be related to a
more frequent occurrence of central Pacific El Nifio
in a future warmer climate (see Fig. S2 in the supple-
mentary materials for the entire tropical pattern; Yeh
et al., 2009). This feature is also clearly apparent in
the OLR pattern (Fig. 1d). These projected changes
in the mean state convection are also in agreement
with previous results from the CMIP3 (Neelin et
al., 2006) and CMIP5 (Jiang et al., 2013) datasets,
and other models (Maloney et al., 2014). In general,
the pattern resembles the “rich-get-richer” pattern
of precipitation change found in previous warming
studies (e.g., Chou et al., 2009). It is also worth noting
that precipitation near the Mexico coast, where most
tropical cyclones occur in current climate, tends to
slightly decrease, consistent with previous findings
of Jiang et al. (2013). Implications for future changes
of tropical cyclogenesis in this region will be further
discussed below.

3.2 Changes in the ISO amplitude over the ENP

We now analyze precipitation and wind anomalies
over the ENP warm pool on intraseasonal timescales.
Figure 2 shows the multimodel mean amplitude of
intraseasonal variability (calculated as 20-100-day
filtered variance fields) from the historical simulation
and differences between SSP585 and the historical
simulation. In the historical simulation, intraseasonal
precipitation generally maximizes in regions of high
mean precipitation, although the maximum is slightly
shifted toward the coast relative to the mean precip-
itation pattern (Fig. 2a). The 850 hPa zonal wind
variance peak occurs just south of the precipitation
variance peak. The ENP ISO OLR variance peak
(Fig. 2¢) occurs to the west of the ISO precipitation
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Fig. 1. Multimodel mean (from 14 CMIP6 models) spatial distribution of the boreal summer climatological mean. (a,
b) Precipitation (mm day™"), (c, d) outgoing longwave radiation (OLR; W m™2), and (e, f) 850 hPa zonal wind (m s™")
for the historical simulation and differences between SSP585 and historical simulations, respectively. See Figure S2

in the supplementary material for the entire tropical pattern.

and 850 hPa zonal wind variance maxima (Fig. 2¢).
The multimodel mean intraseasonal variability fields
are generally consistent with those in observations
(Maloney and Esbensen, 2003) and CMIP5 models
(Jiang et al., 2013). Examination of individual mod-
els, including the model spread and the magnitude
of variability compared to observations, is presented
in Figure 4.

Figure 2b, d and f shows the differences in mul-
timodel mean intraseasonal variance between 2081-
2100 and 1986-2005. Largely mimicking the mean
precipitation changes shown in Figure 1, an increase
in precipitation variance occurs between 5° and 10° N,
and with a modest decrease in variance near a portion
of the ENP Mexican coast. The southwestward shift of
ENP ISO precipitation variance is also clearly seen in
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Fig. 2. Multimodel mean (from 14 CMIP6 models) spatial distribution of the boreal summer 20-100 day filtered. (a,
b) precipitation (mm? day2), (c, d) outgoing longwave radiation (OLR; W? m2), and (e, f) 850 hPa zonal wind (m?
s2) variance for the historical simulation and differences between SSP585 and historical simulations, respectively. See

Figure S3 in the supplementary material for the entire tropical pattern.

the OLR (Fig. 2d), where an opposite signed change
of OLR variance occurs near the Mexican coast rela-
tive to that south of 10° N. A similar shift is also seen
in the 850 hPa zonal wind variance field (Fig. 2f).
While coastal precipitation variance changes are mod-
est, reductions in the amplitude of wind variability are
of greater amplitude. The relative weakening of intrasea-
sonal wind variability relative to precipitation variability

is consistent with that shown in previous studies for the
MJO, which can be explained by increasing static sta-
bility of the tropical troposphere under climate warming
(Maloney et al., 2019; see also Fig. S4). Interestingly,
similar increases of MJO precipitation variance and
weakening of MJO wind variance under global warm-
ing also occur over the Indian monsoon/Bay of Bengal
region (see Fig. S3 in the supplementary material).
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In order to identify the leading intraseasonal
modes over the ENP in both observations and CMIP6
simulations, a CEOF analysis is conducted using the
850 hPa zonal wind and OLR. Spatial patterns of the
leading CEOF from observations and the multimodel
mean of the leading CEOF from individual models
are shown in Figure 3 (see Fig. S4 for the pattern
of the second CEOF), with the variance explained
listed in the caption and on top of each figure. OLR
amplitude in CEOF1 peaks between 10°-20° N in
observations, with an 850 hPa zonal wind peak on
its south flank, is consistent with Maloney and Es-
bensen (2003, 2005, 2007). The variability in this
region also coincides with the ENP hurricane genesis
region (see figure 1 in Maloney and Hartmann, 2000).
While CMIP6 shows a similar pattern as observed,
we note that the historical simulations tend to have
higher variance that extends further to the west than
observations. The leading EOF in SSP585 becomes

(a) ERA5 U850
ON

29.6% (b) Hist

33.1% (c) SSP585

H. X. Bui and E. D. Maloney

slightly more diffuse and the peak amplitudes shift
westward (cf. Fig. 3b, c¢), behavior that is possibly
seen better in the difference plot (Fig. 3d, h). The
amplitude of zonal wind and OLR in the leading
EOF both decrease near the coast in SSP585 relative
to the historical simulations. The explained variance
of CEOF1 is also decreased in SSP585 relative to the
historical period (e.g., 25.6 vs. 33.1%).

Motivated by Jiang et al. (2013), the fidelity
in simulating the leading ENP ISO mode by each
CMIP6 model is then objectively assessed by calcu-
lating the pattern correlation of the simulated CEOF1
against its observed counterpart. Pattern correlations
between observed and simulated CEOF1 patterns
over the ENP domain are calculated individually for
850 hPa zonal wind and OLR, and then a final pattern
correlation score for a particular model is derived by
averaging these two correlation coefficients. We also
calculate the relative amplitude of models’ precipita-
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Fig. 3. Spatial distribution of the leading CEOF mode of 850 hPa zonal wind and outgoing longwave radiation (OLR)
during boreal summer over the eastern north Pacific for (a, ) observations (explain 29.6% of the total variance), (b, f)
mulimodel mean of the CMIP6 historical simulations (33.1% of total variance), (¢, g) multimodel mean of the SSP585
simulations (25.6% of total variance), and (d, h) differences between SSP585 and historical simulations. See Figure S4
in the supplementary material for the spatial pattern of the second leading CEOF.
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tion and wind to observations by computing the root
mean square of the composite precipitation and 850
hPa zonal wind (shown in Fig. 5) over the domain of
10°-20° N, 95°-115° W. As shown in Figure 4, while
most of the CMIP6 models produce a reasonable
pattern correlation (> 0.8) relative to observations
(x-axis), biases in the relative amplitude of ISO pre-
cipitation and wind (y-axis) are apparent, associated
with overestimation of the amplitude of the ENP
ISO 850 hPa zonal wind and underestimation of the
amplitude of precipitation variability. The two models
that have relatively low pattern correlations of 0.7 or
less, i.e., MPI-ESM-2-HR and MPI-ESM-2-LR, are
excluded from further analyses.
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CEOF1 Pattern Correlation

Fig. 4. The x-axis shows pattern correlation coefficients
of CEOF1 between observations and CMIP6 historical
simulations. The y-axes show relative composite amplitude
of 850 hPa zonal wind (blue, left axis) and precipitation
(red, right axis) of the models to observations averaged
over the domain of 10°-20° N, 95°-115° W. The black star
represents the observations and the circles represent the
CMIP6 multimodel mean. The 14 CMIP6 models are
indexed according to Table I.

Multimodel mean composite patterns of the re-
maining CMIP6 models’ precipitation, OLR and 850
hPa vector winds anomalies derived using days > 1o
in the time series of CEOF1, with a similar analysis
for observations, are shown in Figure 5. Positive
deviations of the index correspond to the enhanced
intraseasonal convective phase in this region. In gen-
eral, the CMIP6 multimodel mean shows a similar

composite pattern to observations, with maximum
precipitation occurring near the coast from 10°-20°
N, except with smaller amplitude. As in observations,
stronger ISO precipitation tends to be associated with
westerly wind and negative OLR anomalies. Under
global warming, the maximum precipitation anomaly
tends to shift to the west, weakening the positive
anomaly near the coastal region (Fig. 5c). Westerly
wind anomalies also weaken with warming. The
westward shift in the pattern of convection is also
clearly seen in the OLR composites (Fig. 51).

We also examine changes in composite ISO pre-
cipitation and wind anomalies for each model aver-
aged over the same domain (10°-20° N, 95°-115° W)
as shown in Figure 5. In Figure 6, 10 out of 12 models
show a weakening in the 850 hPa zonal wind anoma-
lies in a warmer climate relative to present, with a mul-
timodel mean decrease of about —4.7% K !, ISO pre-
cipitation increase in most of the models (~1.9% K
in the multimodel mean), associated with the west-
ward shift in the precipitation anomaly pattern. Note
that we define the ENP ISO amplitude by computing
the root mean square of the composited fields in
Figure 5, and all the values have been normalized by
the historical simulation and are expressed per unit
global mean surface temperature warming. Results are
also similar when using the standard deviation calcu-
lated from filtered fields to define the amplitude, rath-
er than a composite analysis (not shown). Consistent
with our previous studies for the global MJO (Bui and
Maloney, 2018, 2019a), while ISO precipitation am-
plitude increases in most models with warming, wind
amplitude increases at a slower rate or decreases with
warming. This relationship is expected from an in-
crease in tropical static stability with warming (Fig. S5
in the supplementary material; also see Bui and
Maloney, 2019b).

4. Implications for TC genesis

To draw connections between ISO amplitude and
structure changes and implications for the modulation
of TC genesis in the ENP in a warmer climate, Figure 7
shows a composite for the three most important envi-
ronmental variables to the intraseasonal modulation
of TC genesis according to Camargo et al. (2009):
mid-level relative humidity, low-level relative vortic-
ity, and magnitude of vertical wind shear. Figure 7a-c
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Fig. 5. Boreal summer 20-100 day filtered (a-c) precipitation (shaded, mm day "), (d-f) OLR (shaded, W m~2) and 850
hPa wind vector (m s™') composites based on the PC1 timeseries from (a, d) observations, (b, e) historical simulation
and (c, f) differences between SSP585 and historical simulations. See Figure S1 in the supplementary material for
the composites based on negative deviations of the PC1 timeseries.
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Fig. 6. Scatterplot of ENP ISO 850 hPa zonal wind ampli-
tude (y-axis) and precipitation amplitude (x-axis) changes
at the end of 21st century relative to historical simulation
from 12 selected CMIP6 models averaged over the domain
of 10°-20° N, 95°-115° W. All values have been normal-
ized by the historical simulation and are expressed per
unit global mean surface temperature warming (% K1).
The 12 selected CMIP6 models are indexed according to
Table I. The black circle represents the multimodel mean.
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Fig. 7. Similar to Figure 5, but for composite (a-c) 600 hPa relative humidity (%), (d-f) 850 hPa relative
vorticity (107 s™!) and (g-i) magnitude of vertical wind shear between 250 hPa wind and 850 hPa wind
(m s™!) from (a, d, g) observations, (b, e, h) CMIP6 historical simulation multimodel mean and (c, f, i)
differences between the SSP585 and historical simulations.

shows the composite pattern of the 600 hPa relative
humidity from observational analyses, the historical
simulation multimodel mean, and the difference in
SSP58S5 relative to the historical. ERAS relative hu-
midity anomalies peak within ISO convective areas
(cf. Fig. 5). The CMIP6 anomalies tend to slightly
underestimate the magnitude of relative humidity
anomalies that are also more confined to coastal

regions, with a prominent negative anomaly to the
west of 120° W that is weaker in observations (Fig. 7b).
Under global warming, the relative humidity anoma-
lies become weaker near the coast and shift westward
(Fig. 7¢), consistent with the pattern of precipitation
anomalies.

The 850 hParelative vorticity field is characterized
by cyclonic anomalies north of the axis of strongest
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wind anomalies, approximately coincident with the
area of enhanced precipitation (cf. Figs. 5a and 7d-¢). A
band of anticyclonic vorticity anomalies occurs to the
south of the axis of maximum winds, coincident with
the narrow band of suppressed convection (between 8°
and 10° N). Under global warming, vorticity anomalies
weaken relative to the current climate (Fig. 7f), con-
sistent with the weakening of the ISO circulation with
warming. We also examine the change in composite
eastern North Pacific vertical wind shear magnitude
between 250 and 850 hPa levels (Fig. 7g-1). The
anomalous vertical shear patterns are similar between
observations and the CMIP6 multimodel mean with
low shear anomalies occurring at the same location as
cyclonic anomalies (cf. panels [d-e] and [g-h] in Fig.
7) with the maximum wind shear to the south (equator
to 10° N). It is worth noting that the smaller magni-
tude of wind shear in the CMIP6 relative to ERAS is
because the field is averaged across multiple models
that have peak variability in slightly different places,
thus resulting in smaller multimodel mean composite
amplitude. In a warmer climate, the vertical shear near
the Mexico coast shows only modest changes in the
region of positive vorticity anomalies (cf. panels [f]
and [i] in Fig. 7), with greater reductions in anomalies
to the south. In other words, both thermodynamic and
dynamic changes suggest less favorable conditions
during the convectively enhanced ISO phase for TC
genesis in the traditional ENP TC genesis region
(10°-20° N, 90°-120° W; also see their figure 1 in Ma-
loney and Hartmann, 2000) in a future warmer climate.

H. X. Bui and E. D. Maloney

Individual models (not shown), as might be expected,
produce noisier patterns than the multimodel means,
as well as different amplitude responses, although
the overall conclusions on the sense of the change are
consistent with the multimodel mean.

Based on the above and previous results from
Camargo et al. (2009) and Jiang et al. (2012), we
might expect that GPI anomalies that favor TC gen-
esis in favored eastern North Pacific regions during
the convectively active ISO phase will decrease with
global warming. This is demonstrated in Figure 8,
which shows the ENP ISO composite of GPI from
the multimodel mean of eight CMIP6 models during
the boreal summer. The multimodel mean does an ex-
cellent job capturing observed GPI variability in the
TC genesis region near the Mexico coast, where pos-
itive genesis potential anomalies occur (Fig. 8a; also
see their figure 1 in Maloney and Hartmann, 2000)
in the region of positive precipitation anomalies
(cf. Fig. 5). In SSP585, the peak of GPI tends to shift
southwest, resulting in a reduction in anomalous GPI
near the coast (Fig. 8c), consistent with the change
in ENP ISO precipitation and wind anomaly patterns
shown in Figure 5, and also the variables that go into
GPI including relative humidity, vorticity, and shear
shown in Figure 7.

To understand the pattern shift of GPI anomalies,
we further decompose these and their changes in a
warmer climate into the contributions from each
environmental variable: relative humidity, absolute
vorticity and magnitude of vertical shear (Fig. 9).

Genesis Potential Index (GPI)
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Fig. 8. Boreal summer GPI composite from eight CMIP6 models for (a) historical multimodel mean,
(b) SSP585 multimodel mean, and (c¢) differences between SSP585 and historical.
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Fig. 9. Same as Figure 8, except for the contributions of the three main environmental variables (d-f)
600 hPa relative humidity, (g-i) 850 hPa absolute vorticity, and (j-1) magnitude of vertical wind shear
between 250 hPa and 850 hPa to the GPI anomalies (shown in Fig. 8). The first row shows the result
of adding the three components.
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As mentioned before, to conduct this calculation we
allow two variables to vary while the third one is
fixed to the corresponding annual cycle. The result
of adding the three contributions calculated this
way produces a similar anomaly pattern to the total
field shown in Figure 8 (cf. Figs. 9a-c and 8), with
a reduction of GPI anomalies near the coast with
warming, and strengthening to the southwest. Both
relative humidity and vorticity changes with warm-
ing are associated to the weakening GPI anomalies
near the coast with warming and increase of GPI
anomalies to the southwest (Fig. 9), consistent with
the respective fields shown in Figure 7. The vorticity
changes are also consistent with the reduction of ISO
wind amplitude previously discussed. The effect of
shear anomalies on GPI has a larger contribution than
humidity and vorticity in increasing GPI anomalies
away from the coast. The result generally highlights
the importance of both dynamical and thermodynam-
ic factors to the reduction of positive GPI anomalies
during the enhanced ISO phase near the coastal
region under global warming and suggests that the
ISO will favor TC genesis over the region away from
the coast in a future warmer climate.

5. Conclusions
We have analyzed the historical and SSP585 sim-
ulations from 14 CMIP6 models to understand the
change of boreal summer intraseasonal variability
over the eastern north Pacific (ENP) with climate
warming and its influence on tropical cyclone (TC)
genesis. We specifically analyzed a genesis potential
index (GPI) and its components to understand how in-
dividual genesis potential variables influence changes
in GPI anomalies during ISO events with climate
warming. Our primary conclusions are as follows:

In the ENP under global warming in SSP585, the
CMIP6 multimodel mean shows decreases in intra-
seasonal precipitation and low-level westerly wind
anomaly amplitude in regions near the Mexican coast
(Figs. 2 and 5), although wind amplitude decreases
are stronger (Fig. 6). The stronger decreases in ISO
wind amplitude are consistent with those found in
previous studies of the MJO in the Indo-Pacific region
(Maloney et al., 2019).

The amplitude maximum for ENP intraseasonal
precipitation and wind anomalies during enhanced
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ISO precipitation events also tends to shift south-
westward in a warmer climate (Fig. 5c¢).

Positive ISO precipitation events are associated
with weaker intraseasonal GPI anomalies near the
Mexican coast with warming, and an enhancement
of positive GPI anomalies to the southwest. A decom-
position of the GPI anomalies into thermodynamic
(i.e., relative humidity) and dynamic (vorticity and
vertical shear) components was conducted to assess
the importance of these factors for regulating GPI
anomaly changes with warming. Relative humidity
and vorticity changes during ISO events weaken
positive GPI anomalies near the Mexican coast with
warming and make genesis more favorable to the
southwest. The impact of vertical shear anomaly
changes is to favor genesis away from the coast.

The results here suggest that weakening of ENP
ISO wind anomalies and a general southwestward
shift of the ISO maxima in a future warmer climate
would importantly impact TC activity in this region.
In particular, TC genesis is projected to be less fa-
vored near the coast during ISO events and more
favored to the southwest. The current study only
focuses on the ISO timescale over the ENP, thus
extending this analysis to examine other types of
climate variability (such as with the ENSO) would be
warranted. Although we found generally consistent
results among models in ISO amplitude and pattern
changes with warming, projected future changes
still vary considerably in their details among the
models (e.g., Fig. 6). Therefore, a larger ensemble
of climate model simulations would help assess the
robustness of our analysis. Recent studies (e.g., Sobel
et al., 2019) show that aerosol cooling reduces TC
potential intensity more strongly than greenhouse
gases warming increase it. A more in-depth study
with climate model simulations that can separate
external forcing into its various components (e.g.,
greenhouse gases, aerosols) and natural variability
(e.g., decadal variability) would be useful to clarify
the impact of each forcing agent on the ISO and the
regional TC activity.

Acknowledgments

This work was supported by the Climate and Large-
Scale Dynamics Program of the National Science Foun-
dation under grants AGS-1735978 and AGS-1841754.



ISO and global warming: Implications for TC genesis 625

We thank the World Climate Research Programme
(WCRP) Working Group for providing the CMIP6
data, which can be downloaded at https://esgf-node.
lInl.gov/search/cmip6/. The ERAS data and NOAA
outgoing longwave radiation data were obtained
from the NCAR Research Data Archive (https://
doi.org/10.5065/BH6N-5N20) and NOAA Physi-
cal Sciences Laboratory (https://psl.noaa.gov/data/
gridded/data.interp OLR.html), respectively. We
also thank the NASA Goddard Space Flight Center
for providing the global precipitation measurement
(GPM) precipitation (https://gpm.nasa.gov/data-ac-
cess/downloads/gpm). A Python code to calculate
the potential intensity is available online (https://
emanuel.mit.edu/products).

References

Adames AF, Kim D, Sobel AH, Del Genio A, Wu J.
2017a. Changes in the structure and propagation of
the MJO with increasing CO2. Journal of Advances
in Modeling Earth Systems 9: 1251-1268. https://doi.
org/10.1002/2017MS000913

Adames AF, Kim D, Sobel AH, Del Genio A, WuJ. 2017b.
Characterization of moist processes associated with
changes in the propagation of the MJO with increasing
CO2. Journal of Advances in Modeling Earth Systems
9:2946-2967. https://doi.org/10.1002/2017MS001040

Aiyyer A, Molinari J. 2008. MJO and tropical cyclogen-
esis in the Gulf of Mexico and eastern Pacific: Case
study and idealized numerical modeling. Journal of
the Atmospheric Sciences 65: 2691-2704. https://doi.
org/10.1175/2007JAS2348.1

Arnold NP, Kuang Z, Tziperman E. 2013. Enhanced MJO-
like variability at high SST. Journal of Climate 26:
988-1001. https://doi.org/10.1175/JCLI-D-12-00272.1

Arnold NP, Branson M, Kuang Z, Randall DA, Tziperman
E. 2015. MJO intensification with warming in the su-
perparameterized CESM. Journal of Climate 28: 2706-
2724. https://doi.org/10.1175/JCLI-D-14-00494.1

Barrett BS, Leslie LM. 2009. Links between tropical
cyclone activity and Madden-Julian oscillation phase
in the north Atlantic and northeast Pacific basins.
Monthly Weather Review 137: 727-744. https://doi.
org/10.1175/20086MWR2602.1

Bister M, Emanuel KA. 1998. Dissipative heating and hur-
ricane intensity. Meteorology and Atmospheric Physics
65: 233-240. https://doi.org/10.1007/BF01030791

Bui HX, Maloney ED. 2018. Changes in Madden-Julian
oscillation precipitation and wind variance under
global warming. Geophysical Research Letters 45:
7148-7155. https://doi.org/10.1029/2018GL078504

Bui HX, Maloney ED. 2019a. Mechanisms for global
warming impacts on Madden-Julian Oscillation precip-
itation amplitude. Journal of Climate 32: 6961-6975.
https://doi.org/10.1175/JCLI-D-19-0051.1

Bui HX, Maloney ED. 2019b. Transient response of MJO
precipitation and circulation to greenhouse gas forc-
ing. Geophysical Research Letters 46: 13546-13555.
https://doi.org/10.1029/2019GL085328

Bui HX, Maloney ED. 2020. Changes to the Madden-Ju-
lian oscillation in coupled and uncoupled aquaplanet
simulations with 4xCO2. Journal of Advances in Mod-
eling Earth Systems 12: €2020MS002179. https://doi.
org/10.1029/2020MS002179

Camargo SJ, Emanuel KA, Sobel AH. 2007. Use of a
genesis potential index to diagnose ENSO effects on
tropical cyclone genesis. Journal of Climate 20: 4819-
4834. https://doi.org/10.1175/JCL14282.1

Camargo SJ, Robertson AW, Barnston AG, Ghil M.
2008. Clustering of eastern north Pacific tropical
cyclone tracks: ENSO and MJO effects. Geochemis-
try Geophysics Geosystems 9: Q06V05. https://doi.
org/10.1029/2007GC001861

Camargo SJ, Wheeler MC, Sobel AH. 2009. Diagnosis
of the MJO modulation of tropical cyclogenesis us-
ing an empirical index. Journal of the Atmospheric
Sciences 66: 3061-3074. https://doi.org/10.1175/
2009JAS3101.1

Chang CW/J, Tseng WL, Hsu HH, Keenlyside N, Tsuang
BJ. 2015. The Madden-Julian oscillation in a warmer
world. Geophysical Research Letters 42: 6034-6042.
https://doi.org/10.1002/2015GL065095

Chou C, Neelin JD, Chen CA, TuJY. 2009. Evaluating the
“Rich-Get-Richer” mechanism in tropical precipitation
change under global warming. Journal of Climate 22:
1982-2005. https://doi.org/10.1175/2008JCLI2471.1

Dominguez C, Magafia V. 2018. The role of tropical cy-
clones in precipitation over the tropical and subtrop-
ical North America. Frontiers in Earth Science 6: 19.
https://doi.org/10.3389/feart.2018.00019

Emanuel KA. 1995. Sensitivity of tropical cyclones to
surface exchange coefficients and a revised steady-state
model incorporating eye dynamics. Journal of the At-
mospheric Sciences 52: 3969-3976. https://doi.org/10.
1175/1520-0469(1995)052<3969:SOTCTS>2.0.CO;2



626

Emanuel KA, Nolan DS. 2004. Tropical cyclone activity
and global climate. 26th Conference on Hurricanes
and Tropical Meteorology, Miami, FL. American
Meteorological Society, 240-241.

Englehart PJ, Douglas AV. 2001. The role of eastern North
Pacific tropical storms in the rainfall climatology of
western Mexico. International Journal of Climatology
21: 1357-1370. https://doi.org/10.1002/joc.637

Eyring V, Bony S, Meehl GA, Senior CA, Stevens B,
Stouffer RJ, Taylor KE. 2016. Overview of the coupled
model intercomparison project phase 6 (CMIP6) exper-
imental design and organization. Geoscientific Model
Development 9: 1937-1958. https://doi.org/10.5194/
gmd-9-1937-2016

Hall JD, Matthews AJ, Karoly DJ. 2001. The modu-
lation of tropical cyclone activity in the Australian
region by the Madden-Julian oscillation. Month-
ly Weather Review 129: 2970-2982. https://doi.
org/10.1175/1520-0493(2001)129<2970:TMOT-
CA>2.0.CO;2

Hersbach H, Bell B, Berrisford P, Hirahara S, Horanyi
A, Muiioz-Sabater J , Nicolas J, Peubey C, Radu R,
Schepers D, Simmons A, Soci C, Abdalla S, Abel-
lan X, Balsamo G, Bechtold P, Biavati G, Bidlot
J, Bonavita M, De Chiara G, Dahlgren P, Dee D,
Diamantakis M, Dragani R, Flemming J, Forbes R,
Fuentes M, Geer A, Haimberger L, Healy S, Hogan
RJ, Holm E, Janiskova M, Keeley S, Laloyaux P,
Lopez P, Lupu C, Radnoti G, de Rosnay P, Rozum I,
Vamborg F, Villaume S, Thépaut JN. 2020. The ERAS
global reanalysis. Quarterly Journal of the Royal
Meteorological Society 146: 1999-2049. https://doi.
org/10.1002/qj.3803

Higgins RW, Shi W. 2005. Relationships between Gulf
of California moisture surges and tropical cyclones in
the eastern Pacific basin. Journal of Climate 18: 4601-
4620. https://doi.org/10.1175/JCLI3551.1

Huffman GJ, Bolvin DT, Braithwaite D, Hsu K, Joyce R,
Kidd C, Nelkin EJ, Xie P. 2018. NASA global precip-
itation measurement (GPM) integrated multi-satellite
retrievals for GPM (IMERG). Algorithm theoretical
basis document (ATBD), version 4.5, 26 pp.

Jiang X, Waliser DE. 2008. Northward propagation of
the subseasonal variability over the eastern Pacific
warm pool. Geophysical Research Letters 35: L09814.
https://doi.org/10.1029/2008 GL033723

Jiang X, Waliser DE. 2009. Two dominant subseason-
al variability modes of the eastern Pacific ITCZ.

H. X. Bui and E. D. Maloney

Geophysical Research Letters 36: L04704. https://doi.
org/10.1029/2008GL036820

Jiang X, Zhao M, Waliser DE. 2012. Modulation of
tropical cyclones over the eastern Pacific by the intra-
seasonal variability simulated in an AGCM. Journal
of Climate 25: 6524-6538. https://doi.org/10.1175/
JCLI-D-11-00531.1

Jiang X, Maloney ED, Li JLF, Waliser DE. 2013. Simula-
tions of the eastern north Pacific intraseasonal variabili-
ty in CMIP5 GCMs. Journal of Climate 26: 3489-3510.
https://doi.org/10.1175/JCLI-D-12-00526.1

Klotzbach PJ. 2010. On the Madden-Julian oscillation-At-
lantic hurricane relationship. Journal of Climate 23:
282-293. https://doi.org/10.1175/2009JCLI2978.1

Klotzbach PJ. 2014. The Madden-Julian oscillation’s im-
pacts on worldwide tropical cyclone activity. Journal
of Climate 27: 2317-2330. https://doi.org/10.1175/
JCLI-D-13-00483.1

Knutson T, McBride JL, Chan J, Emanuel K, Holland G,
Landsea C, Held I, Kossin JP, Srivastava AK, Sugi
M. 2010. Tropical cyclones and climate change. Na-
ture Geoscience 3: 157-163. https://doi.org/10.1038/
ngeo779

Knutson T, Camargo SJ, Chan J, Emanuel K, Ho C-H,
Kossin J, Mohapatra M, Satoh M, Sugi M, Walsh K,
Wu L. 2020. Tropical cyclones and climate change as-
sessment: Part II: Projected response to anthropogenic
warming. Bulletin of the American Meteorological
Society 101: E303-E322. https://doi.org/10.1175/
BAMS-D-18-0194.1

Lee JY, Wang B, Wheeler MC, Fu X, Waliser DE, Kang
IS. 2013. Real-time multivariate indices for the boreal
summer intraseasonal oscillation over the Asian sum-
mer monsoon region. Climate Dynamics 40: 493-509.
https://doi.org/10.1007/s00382-012-1544-4.

Liebmann B, Hendon HH, Glick JD. 1994. The relation-
ship between tropical cyclones of the western Pacific
and Indian Oceans and the Madden-Julian oscillation.
Journal of the Meteorological Society of Japan 72:
401-412. https://doi.org/10.2151/jmsj1965.72.3 401

Liebmann B, Smith CA. 1996. Description of a complete
(interpolated) outgoing longwave radiation dataset.
Bulletin of the American Meteorological Society 77:
1275-1277.

Lin J, Mapes BE, Weickmann KM, Kiladis GN, Schubert
SD, Suarez MJ, Bacmeister JT, Lee MI. 2008.
North American monsoon and convectively coupled
equatorial waves simulated by IPCC AR4 coupled



ISO and global warming: Implications for TC genesis 627

GCMs. Journal of Climate 21: 2919-2937. https://doi.
org/10.1175/2007JCLI1815.1

Madden RA, Julian PR. 1971. Detection of a 40-50-day
oscillation in the zonal wind in the tropical Pacific.
Journal of the Atmospheric Sciences 28: 702-708.
https://doi.org/10.1175/1520-0469(1971)028<0702:-
DOADOI>2.0.CO;2

Madden RA, Julian PR. 1972. Description of global-scale
circulation cells in the Tropics with a 40-50-day period
Journal of the Atmospheric Sciences 29: 1109-1123.
https://doi.org/10.1175/1520-0469(1972)029<1109:D
0OGSCC>2.0.CO;2

Maloney ED, Hartmann DL. 2000. Modulation of hurri-
cane activity in the Gulf of Mexico by the Madden-Ju-
lian oscillation. Science 287: 2002-2004. https://doi.
org/10.1126/science.287.5460.2002

Maloney ED, Hartmann DL. 2001. The Madden-Julian
oscillation, barotropic dynamics, and north Pacific
tropical cyclone formation. Part I: Observations.
Journal of the Atmospheric Sciences 58: 2545-2558.
https://doi.org/10.1175/1520-0469(2001)058<2545:T-
MJOBD>2.0.CO;2

Maloney ED, Esbensen SK. 2003. The amplification of
east Pacific Madden-Julian oscillation convection and
wind anomalies during June-November. Journal of
Climate 16: 3482-3497. https://doi.org/10.1175/1520
-0442(2003)016<3482: TAOEPM>2.0.CO;2

Maloney ED, Esbensen SK. 2005. A modeling study of
summertime east Pacific wind-induced ocean-atmo-
sphere exchange in the intraseasonal oscillation. Jour-
nal of Climate 18: 568-584. https://doi.org/10.1175/
JCLI-3280.1

Maloney ED, Esbensen SK. 2007. Satellite and buoy ob-
servations of boreal summer intraseasonal variability in
the tropical northeast Pacific. Monthly Weather Review
135: 3-19. https://doi.org/10.1175/MWR3271.1

Maloney ED, Chelton DB, Esbensen SK. 2008. Sub-
seasonal SST variability in the tropical eastern north
Pacific during boreal summer. Journal of Climate 21:
4149-4167. https://doi.org/10.1175/2007JCLI1856.1

Maloney ED, Jiang X, Xie SP, Benedict JJ. 2014. Pro-
cess-oriented diagnosis of east Pacific warm pool intra-
seasonal variability. Journal of Climate 27: 6305-6324.
https://doi.org/10.1175/JCLI-D-14-00053.1

Maloney ED, Adames AF, Bui HX. 2019. Madden-Julian
oscillation changes under anthropogenic warming. Na-
ture Climate Change 9: 26-33. https://doi.org/10.1038/
s41558-018-0331-6

Misra V, Groenen D, Bhardwaj A, Mishra A. 2016. The
warm pool variability of the tropical northeast Pacific.
International Journal of Climatology 36: 4625-4637.
https://doi.org/10.1002/joc.4658

Molinari J, Knight D, Dickinson M, Vollaro D, Skubis S.
1997. Potential vorticity, easterly waves, and eastern
Pacific tropical cyclogenesis. Monthly Weather Review
125:2699-2708. https://doi.org/10.1175/1520-0493(1
997)125<2699:PVEWAE>2.0.CO;2

Murakami H, Delworth TL, Cooke WF, Zhao M, Xiang
B, Hsu PC. 2020. Detected climatic change in global
distribution of tropical cyclones. Proceedings of the
National Academy of Sciences 117: 10706. https://
doi.org/10.1073/pnas. 1922500117

Neelin JD, Miinnich M, Su H, Meyerson JE, Holloway
CE. 2006. Tropical drying trends in global warming
models and observations. Proceedings of the National
Academy of Sciences 103: 6110-6115. https://doi.
org/10.1073/pnas.0601798103

Neena JM, Jiang X, Waliser D, Lee JY, Wang B. 2014.
Eastern Pacific intraseasonal variability: A predict-
ability perspective. Journal of Climate 27: 8869-8883.
https://doi.org/10.1175/JCLI-D-14-00336.1

O’Neill BC, Tebaldi C, van Vuuren DP, Eyring V, Friedling-
stein P, Hurtt G, Knutti R, Kriegler E, Lamarque JF, Lowe
J, Meehl GA, Moss R, Riahi K, Sanderson BM. 2016.
The scenario model intercomparison project (Scenario-
MIP) for CMIP6. Geoscientific Model Development 9:
3461-3482. https://doi.org/10.5194/gmd-9-3461-2016

Ritchie EA, Wood KM, Gutzler DS, White SR. 2011. The
influence of eastern Pacific tropical cyclone remnants
on the southwestern United States. Monthly Weather
Review 139: 192-210. https://doi.org/10.1175/2010M-
WR3389.1

Romero-Vadillo E, Zaytsev O, Morales-Pérez R. 2007.
Tropical cyclone statistics in the northeastern Pacific.
Atmosfera 20: 197-213.

Rushley SS, Kim D, Adames AF. 2019. Changes in
the MJO under greenhouse gas-induced warming
in CMIP5 models. Journal of Climate 32: 803-821.
https://doi.org/10.1175/JCLI-D-18-0437.1

Rydbeck AV, Maloney ED, Xie S, Hafner J, Shaman J.
2013. Remote forcing versus local feedback of east
Pacific intraseasonal variability during boreal sum-
mer. Journal of Climate 26: 3575-3596. https://doi.
org/10.1175/JCLI-D-12-00499.1

Slade SA, Maloney ED. 2013. An intraseasonal prediction
model of Atlantic and east Pacific tropical cyclone



628 H. X. Bui and E. D. Maloney

genesis. Monthly Weather Review 141: 1925-1942.
https://doi.org/10.1175/MWR-D-12-00268.1

Sobel AH, Camargo SJ, Previdi M. 2019. Aerosol vs.
greenhouse gas effects on tropical cyclone poten-
tial intensity and the hydrologic cycle. Journal of
Climate 32: 5511-5527. https://doi.org/10.1175/
JCLI-D-18-0357.1

Takahashi C, Sato N, Seiki A, Yoneyama K, Shirooka R.
2011. Projected future change of MJO and its extra-
tropical teleconnection in East Asia during the northern
winter simulated in [IPCC AR4 models. Science Online
Letters on the Atmosphere 7: 201-204. https://doi.
org/10.2151/s0la.2011-051

Wang C, Enfield DB. 2001. The tropical western hemi-
sphere warm pool. Geophysical Research Letters 28:
1635-1638, https://doi.org/10.1029/2000GL011763

Wheeler M, Hendon HH. 2004. An all-season real-time
multivariate MJO index: Development of an index for
monitoring and prediction. Monthly Weather Review
132:1917-1932. https://doi.org/10.1175/1520-0493(2
004)132<1917:AARMMI>2.0.CO;2

Xie SP, Xu H, Kessler WS, Nonaka M. 2005. Air-sea
interaction over the eastern Pacific warm pool: Gap
winds, thermocline dome, and atmospheric convection.
Journal of Climate 18: 5-20. https://doi.org/10.1175/
JCLI-3249.1

Yeh S., Kug JS, Dewitte B, Kwon MH, Kirtman BP, Jin
FF. 2009. El Nifio in a changing climate. Nature 461:
511-514. https://doi.org/10.1038/nature08316

Zhao C, Li T. 2019. Basin dependence of the MJO modu-
lating tropical cyclone genesis. Climate Dynamics 52:
6081-6096. https://doi.org/10.1007/s00382-018-4502-y



Supplementary Material

4on (2L GPM Precipitation o (BLHist _ 1o (G SSP585-Hist
o }i\g > n("—“ 3K \'{:.QL 'r{J
t 4 v%“t *l'[-p‘ b 4 t:\‘;'\\. t .

2N 4w L\ K\ﬁ“ 2084 X a4 Q\ cle g 20N

T,

10N+ 10N+

1 WF
- e e
EQ - - r EQ r - - EQ
120W 105W 90w 120W 105W 90w —1‘
—
-7 -6 5 4 3 -2 2 3 4 5 6 7 3 -2 -15 -1 -0.5 0 0.5 1 1.5 2

30N

30N [ 30N

20N 20N 1 20N 4

10N1

10N 9 10N
& e g e e A A
eal— . . EQdl— . . EQl—e
120W 105W 90w 120W 105W 90w 120W 105W 90w _1"
e M —n — ———
-20 -15 -10 -5 5 10 15 20 3 -5 -4 -3 -2 -1 0 1 2 3 4 5

Fig. S1. Similar to Figure 5, but for composite based on negative deviation of the PC1.

N (a) Precipitation (Hlst) 4O (b) Precipitation (SSP585 Hist)

eI
| 20N+
dﬁ EQ"

- R
¢ - it s (
24 : , —l ] oond L —h —e
50E  100E 150E  160W 110W 60W  10W ° 0 50E  100E  150E 160W 110W 60W  10W

. (b) OLR (SSP585 Hlst)

222 a \@\A ﬁﬂg&

. - sondl g h
100E  150E  160W 0 B0E  100E  150E 160W 110w oW
—_ T e e e —
200 220 240 260 280 300 320 -5 -12 9 6 -3 3 6 9 12 15
(e) u850 (Hist) (f) u850 (SSP585-Hist)
N 7 40N Ty vl N ¢ ;
- { g
20N+ 20N | \> 2 —ﬁ ~ g, \
\ ; =
EQ: EQ{Y - ./7 &“2&‘?@5 - d. ? "
20N - i e — : 20N { 'lj-"} A 9 1/
0 50E  100E  150E 160W 110W 60W  10W ~ 0 50E  100E 150E 160W 110W 60W  10W

-—:I:l:_—
-0 8 -6 -4 -2 -25 -2 -15 -1 05 05 1 15 2 25

Fig. S2. Same as Figure 1, but for the entire tropics.




630

(a) Precipitation (Hist)
ONFT= =

H. X. Bui and E. D. Maloney

v,
1\:\3\ N = , (_.{
20N, WS b . e 20N |
EQfY o/ T " \"‘j BQ1
20N i Ya T S N [ 20N ’
0 50E  100E  150E 160W 110W 60W  10W 0 50E  100E  150E 160W 110W 60W  10W

(b) OLR (SSP585-Hist)
N o i

-5 0 5 10 15 20 25

20N
EQ

20N 1 .
0 50E 100E 150E 160W 110W  60W 10w
100 200 300 400 500 600 700
(e) u850 (Hist)
) -

III
Va

20N 1
EQ

b

A
50E 100E 150E 160W  110W  60W 10w

-20 0 20 40 60 80 100

(L850 (SSP585-Hist)

e S

20Ng 50E  100E 150E  160W 110W 60W  10W 160W  1OW  60W  10W
5 10 15 20 25 30 35 05 o0 05 1 15 2 25
Fig. S3. Same as Figure 2, but for the entire tropics.
\ (a) ERA5 U850 11.8% (b) Hist 8.5% (c) SSP585 11.6% (d) SSP585-Hist
oy N T 3
NN W )
J\\b\. /
- y o
20N - \\ i l‘( L\ J‘IJ? I
- e L - )
N —— N
o > W d
EQ
120W 105W 90w 120w 105W 90w 120w 105W QW 120w 105W 90w
(e) NOAAOLR 11.8% (f) Hist 8.5% (g) SSP585 11.6% (h) SSP585-Hist
A

30N

N N

20N

10N

EQ

105W 0W  120W 105W 90w

120w

ya

120W 105W 0w 120w 105W 90W

-0.12 -0.1 -0.08 —0.06 —-0.04 -0.02 0

Fig. S4. Same as Figure 3, but for the second CEOF.

0.02 0.04 0.06 0.08 0.1 0.12



ISO and global warming: Implications for TC genesis 631

2001

—— BCC-CSM2-MR
CESM2
CESM2-WACCM
CNRM-CM6-1
CNRM-CM6-1-HR

—— EC-Earth3
EC-Earth3-Veg

— — GFDL-CM4

~— — MIROC6
MRI-ESM2

— — NorESM2-LM
NorESM2-MM

— — Mean

4001

6001

Pressure (hPa)

8001

1000

0 5000 10000 15000
Joules kg™'

Fig. S5. Changes in vertical structure of May-October mean dry
static energy in the SSP585 relative to historical simulations aver-
aged over the eastern North Pacific domain (0-30° N, 85°-125° W).
Units are in J kg



CONTENTS
Atmosfera 35(4), 633-650 (2022)
https://doi.org/10.20937/ATM.52937

Stratospheric temperature features over Saudi Arabia and their relationship
to Atlantic SSTs and surface temperatures in winter

H. M. HASANEAN and Abdulhaleem H. LABBAN*

Department of Meteorology, King Abdulaziz University, P.O. Box 80234, Jeddah, Saudi Arabia.
*Corresponding author; email: alabban@kau.edu.sa

Received: June 30, 2020; accepted: April 13,2021

RESUMEN

La temperatura estratosférica es un factor climatico importante a nivel regional y mundial. Este articulo
investiga las tendencias de temperatura en la estratosfera inferior a 50 hPa (T50), la estratosfera media a
30 hPa (T30) y la estratosfera superior a 10 hPa (T10), asi como sus impactos en la temperatura superficial en
el océano (SST, por sus siglas en inglés) Atlantico y la temperatura superficial del aire (SAT) en Arabia Saudita
durante la temporada de invierno de 1979 a 2019. Los resultados muestran un enfriamiento significativo en
la tendencia lineal de T50, un enfriamiento progresivo en la tendencia lineal de T30 y un enfriamiento en la
tendencia lineal de T10 durante el periodo de estudio en Arabia Saudita. Los resultados también indican una
tendencia de enfriamiento no lineal significativa en la temperatura estratosférica de TS0y T30, asi como un
enfriamiento débil en T10. Existen cambios climaticos abruptos tendientes al aumento de la temperatura para
T50 y T30 en 1992, y para T10 en 1983, los cuales pudieran estar relacionados con erupciones volcanicas.
Los resultados del estudio también indican que existe una fuerte relacion negativa entre T50 y las SST del
Atlantico tropical del sur (TSA) con la oscilacion atlantica multidecenal (AMO), en tanto que se observa una
relacion estadisticamente negativa con la AMO. La correlacion cruzada entre adelanto y retraso sugiere que
las TSM del Atlantico (Atlantico tropical del norte [TNA], TSA y AMO) estan vinculadas con temperaturas
estratosféricas en tres inviernos adelantados. Como resultado de la teleconexion entre el SAT y la temperatura
estratosférica sobre Arabia Saudita, el acoplamiento del SAT y la temperatura estratosférica se produce en
invierno, especialmente en las capas baja y media de la estratosfera.

ABSTRACT

Stratospheric temperature is an important climatic factor regionally and globally. This paper investigates
temperature trends in the lower stratosphere at 50 hPa (T50), the mid-stratosphere at 30 hPa (T30), and the
upper stratosphere at 10 hPa (T10), as well as their impacts on Atlantic Ocean sea surface temperature (SST)
and Saudi Arabian surface air temperature (SAT) during the entire winter seasons of 1979-2019. The results
show significant cooling for the T50 linear trend, progressive cooling for the T30 linear trend, and cooling for
the T10 linear trend during the study period over Saudi Arabia. The results also indicate a significant nonlinear
cooling trend for stratospheric temperature at T50 and T30, while a weak cooling at T10 is observed. Abrupt
climatic changes towards warmth exist at all three levels of stratospheric temperature, which occur in 1992
for T50 and T30 and in 1983 for T10. These abrupt climate changes may be related to volcanic eruptions.
Our results also indicate that a strong negative relationship exists between T50 and the SST of the tropical
South Atlantic (TSA) and the Atlantic Multi-Decadal Oscillation (AMO), while T30 indicates a statistically
negative relationship with the AMO. The lead-lag cross-correlation suggests that the SST of the Atlantic
Ocean (tropical North Atlantic [TNA], TSA, and AMO) are linked to stratospheric temperatures at three lead
winters. As a result of the teleconnection between SAT and stratospheric temperature over Saudi Arabia, the
coupling of these two features occurs in winter, especially in the lower to mid-stratosphere layers.

Keywords: Sea surface temperature, Atlantic Ocean, Surface temperature, Saudi Arabia, Arabialndices,
Teleconnection.
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1. Introduction

Stratospheric temperature characteristics are an
important component to consider when studying
global climate change. The trends of stratospheric
temperature can guide the roles of anthropogenic
and natural climate change mechanisms. According
to the IPCC (2001, 2007), increases (decreases) in
tropospheric temperatures and/or decreases (increas-
es) in stratospheric temperatures provide insight
into the influences of these mechanisms (Karl et al.,
2006; Randel et al., 2009). Based on satellite data
from the 1990s, decreases in the mean annual lower
and mid-stratospheric temperatures were found by
many researchers (Pawson et al., 1998; Randel et
al., 2009; Maycock et al., 2018). Knowledge on
these changes in stratospheric temperature is vital for
estimating trends (Shine et al., 2003) and variations
in stratospheric ozone (Ramaswamy et al., 2001;
WMO, 2006; Randel et al., 2009). These researchers
concluded that among the factors determining the
global stratospheric temperature mean, the upper
part of the stratosphere and lower area of the me-
sosphere had a cooling rate of at least 2 °K/decade
between 1980 and 2000. During this time, the lower
stratosphere had a cooling rate of approximately half
to 1°K per decade, while that of the mid-stratosphere
was approximately 0.5 °K/decade. Through a model
inter-comparison, Shine et al. (2003) attempted to
set-up an agreement between the potential reasons for
temperature decrease in the layers of the stratosphere.
The relationship between observations and model
values was not consistently strong in the middle and
lower stratosphere, while the model fails to find a
significant rate of cooling within the mid-stratosphere
and the temperature trends in the lower stratosphere
(Aquila et al., 2016). During the same period, the
degree of mean stratospheric temperature trends
was approximately 0.2 °K/decade, which is highly
correlated to the degree of trends in global mean
surface temperature (IPCC, 2007).

Beneath the stratosphere is the troposphere, which
interacts with the oceans and is thus directly affected by
circumstances at the ocean surface. The stratosphere
is linked to surface weather and climate variability.
Extreme circulation events in the stratosphere are
recognized to exert feedback on the troposphere
(Baldwin et al., 2003). Moreover, the stratosphere is
influenced by the propagation of waves up from the

troposphere (Manzini, 2009). Modeling together with
observational studies illustrates that the changes in
sea surface temperature (SST) related to El Nifio
Southern Oscillation (ENSO) influence both tropo-
spheric and stratospheric circulations (Reid et al.,
1989; Seager et al., 2003; Manzini, et al., 2006; Xie
et al., 2011, 2012; Feng et al., 2013). Domeisen et
al. (2019) found that “El Nifio leads to a warming of
the polar stratosphere in both hemispheres, while the
lower tropical stratosphere cools. These signatures
are linked by a strengthened stratospheric circulation
from the tropics to the polar regions. El Nifio also
leads to more frequent breakdowns of the strato-
spheric polar vortex. For La Nifia, these effects tend
to be opposite, though they are not always robust,
suggesting nonlinear or non-stationary effects, long-
term variability, and trends in the teleconnections”.
Moreover, the Brewer-Dobson circulation strength-
ened during the positive phase of ENSO through the
spread of vertical waves (Sassi et al., 2004; Calvo
et al., 2010). Camp and Tung (2007) illustrated that
ENSO has an effect on the Northern Hemisphere
temperature in the polar stratosphere during winter.
However, adjusting stratospheric temperature and
circulation due to SST gradient changes remains
unknown. Temperatures of the stratosphere are influ-
enced not only by changes in SST but also by changes
in ozone and by other greenhouse variations (Santer,
2003; IPCC, 2007). Chen et al. (2010) studied the
source regions, spread tracks, and time of air mass
movements from the stratosphere to the troposphere
in the region of the Asian summer monsoon. Kodera
et al. (1990) explained how climatic changes in the
troposphere may be affected by the stratospheric
procedure.

On global average, since 1979 surface air tem-
peratures (SAT) were warm compared to tropospheric
temperatures, and the troposphere was warm com-
pared with the stratosphere (Pielke et al., 1998a, b;
Brown et al., 2000; Stendel et al., 2000). Neverthe-
less, in the tropics and subtropics, warming is highly
spatially variable and highly substantial (Christy et
al., 2001; Gaffen et al., 2000). According to global
observations, SAT has experienced continued warm-
ing since the late 1950s, whereas cooling of the
stratosphere has been continuing since 1979 (IPCC,
2007). The reason behind this trend is the crucial
role of greenhouse gases in cooling the stratosphere
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and warming the troposphere (Solomon, 1999; Karl
et al., 2006; Ramaswamy et al., 2006; IPCC, 2007;
Aquila et al., 2016, Maycock et al., 2018). Tropo-
sphere-stratosphere unifications characterized by this
association occur at all temporal scales, from weekly
variability (Kolstad et al., 2010) to long-term climate
change (Sigmond et al., 2008; Scaife et al., 2012;
Polvani et al., 2011; Karpechko and Manzini, 2012).

Many studies (Cubasch et al., 2001; Rind et al.,
2008; Sigmond and Scinocca, 2010; Kidston et al.,
2015) illustrate the cooling of the stratosphere and
warming of the troposphere due to increased green-
house gases. SSTs are related to the atmospheric
greenhouse gas load. Increasing trends in the tropical
SSTs are partly due to rising greenhouse gases. Nev-
ertheless, SST variations can influence the dynamics
of the troposphere extending to the stratosphere. Al-
most every instance of a large-amplitude tropospheric
anomaly displays a strong link to the stratosphere,
proposing that tropospheric variability would be less
without the impact from the stratosphere (Baldwin
and Dunkerton, 1999). Regarding the results of these
studies, one can credibly hypothesize that SST may
influence the activity of the stratospheric wave that
drives the residual circulation in the stratosphere. The
upper zonal winds of the troposphere increase accord-
ing to the thermal wind association, and vertically
broadcasted waves are deflected more poleward in the
stratosphere (Olsen et al., 2007). Therefore, the re-
sidual circulation of the stratosphere is strengthened.

Moreover, the study of Olsen et al. (2007) sug-
gests that SSTs significantly influence stratospheric
circulation. Omrani et al. (2014) found that warm-
ing in the north Atlantic Ocean leads to changes in
the extratropical stratosphere in early winter. SSTs
have an important role in the atmospheric response
in tropical and subtropical regions. Changes in the
stratosphere during winter frequently cause signifi-
cant adjustments in the circulation of the troposphere
(Omrani et al., 2014). Additionally, these authors
found that the stratosphere is an important element of
subtropical atmospheric reactions to variability in the
ocean, where it aids in atmospheric processes. These
findings suggest that the prediction and simulation
of the subtropical climate should improve by using
stratosphere-resolving models to provide the best
understanding of anthropogenic and natural climate
change. Experiments by Omrani et al. (2016) show that

north Atlantic Ocean (NAO) variability influences the
coupled stratosphere-troposphere system. Kalnay et al.
(1996) found that almost all alterations in the NAO
were prolonged in the stratosphere and were detected
in the stratospheric polar vortex in early winter. Scaife
et al. (2005) found that changes in the stratospheric
vortex lead to changes in the NAO. The interaction be-
tween the troposphere and stratosphere could enhance
the NAO in winter and be sensitive to surface forcing.
This means that stratospheric variability affects the
annular modes and NAO (Black, 2002; Thompson et
al., 2002; Kolstad et al., 2010). Atlantic Multi-Decadal
Oscillation (AMO) phases (warm/cold) are related to
the phases of the NAO (negative/positive) structure
in late winter and weaken/strengthen the polar vortex
of the stratosphere in early winter (Gastineau and
Frankignoul, 2015; Keenlyside et al., 2015).

The current research is important because it is
the first in the region to address the characteristics
of stratospheric temperatures and their relationships
with Atlantic SST and SAT during winter over Saudi
Arabia. Section 2 of this paper covers the data and
methodology. Changes in stratospheric temperatures
in the lower (50 hPa), mid- (30 hPa) and upper strato-
sphere (10 hPa) are presented in section 3.1. Section
3.2 focuses on the association between SSTs over
the Atlantic Ocean and SAT over Saudi Arabia. In
section 3.3, teleconnections between the stratosphere
and troposphere are examined. Finally, section 4
addresses the conclusions of this study.

2. Data and methodology
2.1 Data
In the current study, monthly of ERA-Interim
data (Berrisford et al., 2011) with a resolution of
0.75° x 0.75° for the period 1979-2019 for lower
stratospheric temperature at 50 hPA (T50), middle
stratospheric temperature at 30 hPa (T30), and
upper stratospheric temperature at 10 hPa (T10) is
used. Similarly, the NCEP/NCAR reanalysis data
(Kistler et al., 2001) with a resolution of 2.5° x 2.5°
(Kalnay et al., 1996) for the period 1979-2019 for
2-m winter SAT (December to February) is used in
the current study.

Saudi Arabia covers a wide region (approximately
2250000 km?) located between 15.5°-32.5° N and
32°-55° E (Fig. 1). It is characterized by a complex
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orography. Almazroui et al. (2012) estimated that the
region comprises approximately 80% of the Arabian
Peninsula.
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Fig. 1. Locations of Saudi Arabia (SA) and sea surface
temperature indices. TNA: tropical northern Atlantic; TSA:
tropical southern Atlantic; AMO: Atlantic Multi-decadal
Oscillation.

2.2 Atlantic Ocean indices

The tropical northern Atlantic (TNA) and tropi-
cal southern Atlantic (TSA) indices were created
following Enfield et al. (1999) as anomalies of
the average monthly SST between 5.5°-23.5° N,
15°-57.5° W for TNA, and from 0°-20° S, 10°
E-30° W for TSA. The northern tropical Atlantic
(NTA) SST index time series anomalies were
computed as averages over the area between
60°-20° W, 6°-18° N, and 20°-10° W, 6°-10° N.
All SST data were obtained from the ERSST V3b
dataset. Anomalies were computed and smoothed by
a three-month running mean and superimposed onto
20 leading eigenvalue orthogonal functions. The
Atlantic meridional mode (AMM) is well defined
as the leading mode of non-ENSO coupled atmo-
sphere/ocean fluctuations in the Atlantic Ocean. The
principal component analysis finds patterns without
reference to prior knowledge about whether the
samples come from different treatment groups or
have phenotypic differences. The spatial distribution
pattern is defined over the area 21° S-32° N, 74°
W-15° E. Two-time series of AMM are calculated

through SST projection and the wind field at 10 m.
Generally, it is more logical to use the SST index
for the AMM because it is more representative of
the coupled mode. The TNA, TSA, NTA and AMM
time series are acquired from NOAA’s Earth System
Research Laboratory (ESRL). AMO time series are
computed from the Kaplan SST dataset, which is an
index of the temperature in the north Atlantic basin
(0°-65° N, 80° W-0° E). Wintertime series (Decem-
ber to February) were also calculated for all indices.

2.3 Methodology

Weighted areal averages of stratospheric tempera-
tures during winter were calculated over the region
of Saudi Arabia. The regression least squares method
(Wilks, 2006) was used to estimate the linear trend
in stratospheric temperature. In section 3.1 when
analyzing trends, the choice of start and end dates
of the time series is very important due to trend
estimates can change dramatically by including or
excluding a few years particularly when computing
from relatively short time series (e.g., see Liebmann
etal., 2010). So, to minimize period selection biases
in warming/cooling anomalies we report, the basis of
the 1979-2019 intervals selected to characterize the
recent decadal behavior of stratospheric temperature
variability. The non-parametric Mann-Kendall sta-
tistical test was used for the detection of a nonlinear
trend within the T50, T30 and T10 time series and
the testing of statistical relevance (Sneyers, 1990;
Huth, 1999; Schonwiese and Rapp, 1997). The
sequential version of the Mann-Kendall rank statis-
tic method can be used to identify abrupt climatic
changes (Mitchel et al., 1966; Sneyers, 1990). Many
researchers have found that the mentioned method is
suitable for detecting climatic changes in climatolog-
ical time series (Goossens and Berger, 1986; Sneyers,
1990). The correlation technique is a straightforward
procedure compared to other methods (such as prin-
cipal component analysis) to access teleconnection
patterns (Nigam, 2003). Koutroulis et al. (2012)
explained that several natural physical systems are
usually characterized by lead-lag relationships and
play a critical role in correlational studies between
time series. Cross-correlation analyses are very
useful to investigate the manifestation of elements
of large-scale climate variability in regional climate
and are therefore applied in the current study to
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investigate relationships between Saudi Arabian
stratospheric and surface temperature changes and
indices descriptive of major modes of variability in
the Atlantic atmospheric and oceanic environments.
The time-frame of the lead-lag analysis in this study
is = 10 yr at a 1-yr temporal resolution.

3. Results and discussion

3.1 Characteristics of the stratospheric temperature
The means and linear trends in the lower, mid- and
upper stratospheric temperature time series over Sau-
di Arabia at 50 hPa (T50), 30 hPa (T30), and 10 hPa
(T10) during winter were calculated and plotted for
the study period 1979-2019 (Fig. 2). The average
(standard deviation) values for T50, T30, and T10
are —65.41 °C (2.0 °C), =57.02 °C (2.3 °C) and
—43.74 °C (2.54 °C), respectively, for the entire
period of study; however, year-to-year variations
in T50, T30 and T10 are not clear. The T50 time
series for the period 1979-2019 is highlighted in
Figure 2a, accompanied by the findings of the lin-
ear trend analysis. A significant decreasing trend
(R? =-0.50) in winter for T50 occurred during the
entire period (1979-2019). The analysis of tem-
peratures in the mid-stratosphere (T30, Fig. 2b)
and in the upper stratosphere (Fig. 2¢) shows an
insignificant decreasing linear trend (R? = 0.20 for
T30; R>=0.05 for T10). The statistical Mann-Kend-
all rank test clearly illustrates that the values for the
T50, T30 and T10 non-linear trends are equivalent
to —0.40 °C (99% confidence level), —0.32 °C (95%
confidence level) and —0.16 °C, respectively, over
the entire study period. Hasanean (2004) and Hasa-
nean et al. (2019) found similar results for the T50
trend over the Arabian Peninsula in separate studies.

A very strong positive relationship between T50
and T30 (r=0.78) exists at the 99% confidence level.
Moreover, the relationship between T50 and T10 is
strong (r=0.50, 99% confidence level). Additionally,
there is a moderate relationship between T30 and T10
(r=10.37) at the 99% confidence level.

The Mann-Kendall’s t-test of abrupt changes for
stratospheric temperatures at the lower stratosphere
(50 hPa), mid-stratosphere (30 hPa) and upper
stratosphere (10 hPa) are shown in Figure 3. A
significant abrupt climatic change is evident at all
three levels. Lower, mid-, and upper stratospher-

ic temperatures show changes towards warming
during the year 1992 for T50 and T30 and during
the year 1983 for T10. Our analysis indicates that
abrupt changes of stratospheric temperatures during
those years may have resulted from the impact of
volcanic eruptions. The largest volcanic eruptions
occurred in the years of maximum stratospheric
temperatures (the El Chichon eruption in 1982, the
Colo eruption in 1983, and the Mt. Pinatubo erup-
tion in 1992). These findings are in agreement with
works from other researchers (e.g., Angell, 1997;
Randel et al., 2009; Zossi and Fernandez, 2011).
For example, the 1982 El Chichén and the 1992
Mt. Pinatubo eruptions influenced the stratospheric
temperature of the Northern Hemisphere (Pawson et
al., 1998). The surface temperature showed cooling
after the Pinatubo eruption, which caused changes
in atmospheric circulation, while at the same time,
the temperature in the lower stratosphere warmed
(Self et al., 1996). Several past studies (e.g., La-
bitzke and McCormick, 1992; Young et al., 1994;
Soden et al., 2002) illustrate the impacts of volcanic
eruptions on temperatures in the lower stratosphere
and at Earth’s surface. These researchers found that
lower stratospheric warming and surface cooling
were documented after a volcanic eruption. Aquila
et al. (2016) stated that in the lower stratosphere,
Mount Pinatubo and the solar cycle caused abrupt
steps through the aerosol-associated warming and
the volcanically induced ozone depletion. They also
stated that in the middle and upper stratosphere,
changes in solar irradiance are largely responsible
for the step-like behavior of global temperature
anomalies, together with volcanically induced
ozone depletion and water vapor increases in the
post-Pinatubo years.

To better understand the dynamics of changes in
stratospheric temperature, the time series of strato-
spheric temperatures in Saudi Arabia may be com-
pared with time series of stratospheric temperature in
the Northern Hemisphere’s tropical regions (0°-25° N),
subtropical regions (25°-40° N), mid-latitude regions
(40°-60° N), and polar regions (60°-90° N). Therefore,
the correlation coefficient between the Saudi Arabian
temperature time series during winter in the lower
(T50), mid- (T30), and upper stratosphere (T10), and
the winter stratospheric temperatures in those areas
at the same levels were calculated (Table I) in the
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Fig. 2. Time series of stratospheric temperature at: (a) 50 hPa (T50), (b)
30 hPa (T30), (c) 10 hPa (T10) during winter in the period 1979-2019.
The blue solid line represents the mean value for the entire period. Trends

(black dotted line) are displayed for the entire period.

current study. A strong positive relationship (99%
significance level) between the stratospheric winter
temperature time series over Saudi Arabia and time
series over the Northern Hemisphere (tropical, sub-
tropical, and mid-latitude regions) in lower, middle
and upper levels are evident in Table I. However, a
weak relationship between the temperature time se-
ries in the lower, middle and upper stratosphere over

Saudi Arabia and the polar region is observed. Salby
and Callaghan (2003) showed the inverse relationship
between stratospheric temperatures at high and low
latitudes and affirmed that it was accompanied by a
similar reversal trend in ozone (WMO, 1999, 2006).
Such behavior of the subtropical and mid-latitude
lower stratospheric temperature time series is the
same as that over the tropics (Randel et al., 2009).
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Fig. 3. Abrupt changes in temperature time series for (a) lower stratosphere
(T50); (b) mid-stratosphere (T30); and (c) upper stratosphere (T10), as
derived from the sequential version of the Mann Kendall test. U1: forward
sequential statistic; U2: backward sequential statistic.

3.2 Teleconnection between stratospheric tempera-
ture and sea surface temperature

Table II shows the correlation between all SST in-
dices. All SST indices over the Atlantic Ocean are
related to each other with the exception of the TSA re-
garding the TNA, AMO, and AMM. A strong positive
association is observed between SST indices over the
Atlantic Ocean. Although the areas of TNA and NTA
are different, the results of the relationships between
each index and other parameters are nearly the same.

Additionally, the results of the relationship of NTA
and AMM with other parameters are approximately
the same. So, it is reasonable to use only the TNA,
TSA and AMO indices (Fig. 1).

The relationships between stratospheric tem-
peratures (T50, T30, and T10) and SST indices over
the Atlantic Ocean TNA, TSA, and AMO are given
in Table III and also shown in Figures 4-6. In gen-
eral, a negative correlation between the SST over
the Atlantic Ocean and stratospheric temperatures
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Table 1. Correlation coefficient (CC) between stratospheric temperature over Saudi Arabia and over the Northern
Hemisphere (tropical [0°-25°N], subtropical [25°N-40°N], mid-latitude [40°N-60°N], and Polar [60°N-90°N] regions)

at T50, T30, and T10 during winter for the entire period (1950-2019.

CC Northern Tropical Subtropical Mid-latitude Polar
Hemisphere (0°-25°N) (25°-40° N) (40°-60° N) (60°-90° N)
(0°-90°)
Saudi Arabia T50 0.84* (T50) 0.79* (T50) 0.92* (T50) 0.75* (T50) —0.16(T50)
Saudi Arabia T30 0.68* (T30) 0.61%* (T30) 0.96* (T30) 0.86* (T30) —0.13(T30)
Saudi Arabia T10 0.61* (T10) 0.81* (T10) 0.89* (T10) 0.62* (T10) 0.23(T10)

*99% significance level.

Table II. Relationship between sea surface temperatures
indices (SSTs) over the Atlantic Ocean.

cC TNA TSA AMO AMM NTA
TNA 1

TSA 0.24 1

AMO 0.84 0.42 1

AMM 0.83 —0.12 0.71 1

NTA 0.99 0.28 0.85 0.82 1

Table III. Correlation coefficient (CC) between
stratospheric temperature over Saudi Arabia (T50, T30,
and T10) and SSTs indices over the Atlantic Ocean for the
entire period (1979-2019).

CcC T50 T30 T10
TNA —0.17 —0.12 0.08
TSA —0.36* —-0.10 —-0.02
AMO —0.41%* —0.32% —0.03

*95% significance level; ¥*¥99% significance level.

in the three levels (entire period: 1979- 2019) is
found. A strong negative relationship (r = —0.41;
99% confidence level) exists between lower strato-
spheric temperature (T50) and the AMO index for
the entire period (Fig. 4c¢). Moreover, a statisti-
cally significant negative relationship (r = —0.36)
at the 99% confidence level between TS50 and
TSA (Fig. 4b) is evident. There is an insignificant
negative relationship between T50 and the TNA
(r = —0.17; Fig. 4a). Regarding the correlations
among mid-stratospheric temperature, T30, and SST
indices over the Atlantic Ocean, we found only a

significant relationship between T30 and AMO (r =
—0.32; 95% confidence level [Fig. 5C]), whereas an
insignificant negative relationships between T30 and
the TNA and TSA indices (Fig. 5a, b) was present.
However, there is no relationship between upper
stratospheric temperature (T10), with SSTs of the
Atlantic Ocean (TNA, TSA, and AMO [Fig. 6a-c]).

Regarding the results of our lead-lag cross-cor-
relation analysis, a strong negative relationship be-
tween SSTs indices at three lead and stratospheric
temperatures (Table IV) is present. A strong negative
association between the T50 and TSA index at zero
lead-lag is present. Additionally, only T30 is related to
the TSA SST index at a one winter lead, which reveals
a statistically negative relationship (95% confidence
level). Moreover, there is a strong negative relationship
between T30 and the TNA and AMO index over at least
three winters (95% confidence level). There are three
lead cross-correlations between the T10 and the SST
indices over the Atlantic Ocean. For instance, a good
negative association between T10 and the TNA (—0.40),
TSA (—0.32), and AMO SST (—0.40) indices at a three
winters lead is observed. A strong negative relationship
between T50 and each of TNA (—0.63) and AMO SSTs
(—0.62) with a 99% confidence level is also present.

From the above results, it is found that over the
entire study period, the temperature in the lower,
mid- and upper stratosphere is connected at three
leads with TNA and AMO SST indices over the
Atlantic Ocean. Therefore, the increase in SST
over the Atlantic Ocean may lead to a decrease in
the stratospheric temperature over Saudi Arabia. In
addition, the temperature in the lower and mid-strato-
sphere is associated with the SSTs of the TSA index
at zero lead-lag and one lag respectively.
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Fig. 4. Time evolution of standardized anomalies of the lower strato-
spheric temperature at 50 hPa (T50). (a) tropical North Atlantic (TNA),

(b) tropical South Atlantic (TSA),

and (c) Atlantic Multi-decadal Oscil-

lation (AMO). 1, is a correlation between two patterns at zero lag and
I'max=3 1S the maximum correlation at three lead.

3.3 Teleconnection between the surface and stratos-
pheric temperatures

We also examined the teleconnection of Saudi Ara-
bia’s winter time T10, T30, and T50 stratospheric
temperature and SAT records with the estimation
of correlation coefficients (see Fig. 7). Correlation

coefficient calculations are performed between the win-
ter SAT and T50, T30, and T10. Negative relationships
(r=-0.32 and —0.35; 95% confidence level) between
the Saudi Arabian winter SAT and the T50 and T30 time
series are observed. A weak association between T10
and SAT (r =—0.10) over Saudi Arabia is found. The



642 H.M. Hasanean and A. H. Labban

\
05— vrvt
/ v ‘t /] !

-1 —t 1 4 7 v
RS IRV B
1. A — v
-2
25 r,=-0.32;r; =-0.61
O NDHD A ODNDIDOA PN O N DO '\ S
SOFFFF S S SIS S S S S S S ST OS

Fig. 5. As Figure 4 but for middle stratospheric temperature at 30 hPa

(T30).

maximum correlations of STA with T50 and T30 are
found at a zero lag (r=—0.32 and r =—35, respectively;
statistically significant at the 99% confidence level).
The maximum correlation between the STA and T10
(r =—0.10) is observed with a lead of four seasons.
This result proposes that the SAT in the Saudi region
is linked to lower and mid-stratospheric temperatures.

Since 1979, the global average temperature
at the surface has been warmer than that in the

troposphere, while the troposphere is warmer than
the stratosphere (Hurrell et al., 2000; Pielke et
al., 1998a, b; Stendel et al., 2000). A variety of
observations confirm that the rate of SST warming
in the tropics since 1979 has been higher than the
warming observed in the atmosphere (Gaffen et
al., 2000; Christy et al., 2001). According to global
observations, the SAT started to warm from the late
1950s, while cooling of the stratosphere has contin-
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Fig. 6. As Figure 4 but for upper stratospheric temperature at 10 hPa
(T10).

Table I'V. Maximum lead-lag cross correlation between sea surface temperatures (SSTs) indices over the Atlantic Ocean
and stratospheric temperature (ST).

T50-SST Lag/Lead Correlation T30-SST Lag/Lead Correlation T10-SST Lag/Lead Correlation
T50-TNA +3 —0.63 T30-TNA +3 —0.66 T10-TNA +3 —0.40
T50-TSA 0 —0.36 T30-TSA 1 —0.30 T10-TSA +3 —0.30
T50-AMO +3 —0.62 T30-AMO +3 —0.61 T10-AMO +3 —0.40
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Fig. 7. Relationship between SAT and (a) T50, (b) T30, and (c) T10 over
Saudi Arabia in winter during the period 1950-2019.

ued since 1979 (IPCC, 2007). This is attributed to
the crucial role of greenhouse gases in cooling the
stratosphere and warming the troposphere (Karl et
al., 2006; Ramaswamy et al., 2006; IPCC, 2007).
A strong positive and negative relationship exists
between the SSTs of the equatorial Pacific and the
temperature of the lower tropical stratosphere (Reid
et al., 1989). Troposphere-stratosphere concur-
rences characterized by this association exist at all
timescales, from weekly variability (Kolstadet al.,

2010) to long-term climate change (Sigmond et al.,
2008; Scaife et al., 2012; Polvani et al., 2011;
Karpechko and Manzini, 2012).

4. Summary and conclusions

Analysis of the stratospheric temperatures in the
lower (T50), mid- (T30) and upper (T10) layers
provides further insight into the characteristics of
stratospheric temperatures. The linear trend of T50
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in the winter over Saudi Arabia shows a significant
decreasing trend (substantial cooling) for the entire
period (1979-2019). Slight cooling in the mid- and
upper stratospheric temperature (T30 and T10) is
observed for the entire period. Additionally, stan-
dard deviation results show a relatively high vari-
ability, which means that variability in stratospheric
temperatures is greater. Using the Mann-Kendall
test, the non-linear trend shows a significant cool-
ing for T50 and T30 but an insignificant cooling
for T10. Additionally, from the correlations with
stratospheric temperatures in the three layers, a
good similarity between T50 and T30 is found,
but the similarity is weak when TS50 and T30 are
compared with T10.

To determine the underlying forces of stratospher-
ic temperature variation, stratospheric temperatures
in Saudi Arabia are associated with time series of
stratospheric winter temperatures over the Northern
Hemisphere (tropical, subtropical, mid-latitude, and
polar regions). A strong positive connection between
time series of stratospheric winter temperature over
Saudi Arabia and the tropical, subtropical, and
mid-latitude regions of the Northern Hemisphere
were found at the three levels. However, a very weak
negative association between stratospheric tempera-
ture in wintertime series in the lower, mid-, and upper
stratosphere over Saudi Arabia and polar regions was
observed. At lower stratospheric temperatures, simi-
lar behaviors in tropical, subtropical, and mid-latitude
regions are observed (Randel et al., 2009); moreover,
the opposite association of stratospheric temperatures
between high and low latitudes is found (Salby and
Callaghan, 2003; WMO, 1999, 2006).

Regarding teleconnections between SSTs over
the Atlantic Ocean (TNA, TSA, and AMO) and
stratospheric temperatures over Saudi Arabia, it is
concluded that there is an association between them.
Generally, a negative correlation between SSTs over
the Atlantic Ocean and stratospheric temperatures
over Saudi Arabia is found. Notably, a strong negative
relationship between SSTs over the TSA and AMO
SSTs of the Atlantic Ocean and T50 is observed for
the entire study period, while the relationship be-
tween TNA and T50 is absent. A statistically negative
relationship between the mid-stratospheric tempera-
ture T30 and the AMO index exists for the entire
period. Moreover, a very weak relationship between

T30 and TNA and TSA SSTs indices is observed. In
addition, the relationships between T10 and the SSTs
of the Atlantic Ocean are absent.

To discover the physical mechanisms that contrib-
ute to Saudi Arabian stratospheric temperatures, the
lead-lag cross-correlation method was used. Notably,
SSTs indices of the Atlantic Ocean are linked with
lower, mid- and upper stratospheric temperatures.
Moreover, the TSA SST index is linked with the
lower stratospheric temperature (T50) at a zero lag
and mid-stratosphere (T30) is linked at one lead.
Also, T50 and T30 are linked with TNA and AMO
SST indices after three winter seasons. Additionally,
T10 is linked with SSTs indices of the Atlantic Ocean
after three winter seasons.

Two ways to clarify the effects of SSTs on strato-
spheric temperatures are:

1. SSTs are linked to greenhouse gases that warm
the troposphere and cool the stratosphere (e.g,
Cubasch et al., 2001; IPCC, 2007; Rind et al.,
2008; Sigmond et al., 2008; Omrani et al., 2014).

2. SSTs influence the vertical propagation of tro-
pospheric waves that extend to the stratosphere
(Reichler et al., 2012; Hu et al., 2014; Kidston
et al., 2015; Zhang et al., 2019). A reverse pro-
cedure can occur where air current movement
in the stratosphere spreads down to impact the
tropospheric circulation.

By inspecting the association between SAT and
the stratospheric temperatures at the three levels
(lower [T50], middle [T30], and upper [T10]) over
Saudi Arabia, a coupling between them in winter is
observed. Correlation analysis is used to determine
the teleconnection between stratosphere and tropo-
sphere. There is good coupling of SAT with T50 and
T30, but the coupling is weak between SAT and T10.
Stratosphere-troposphere coupling is associated with
changes in surface weather and is mainly observed
in winter and early spring (Mohanakumar, 2008;
Gerber and Polvani, 2009; Domeisen, 2012; Kunz
and Greatbatch, 2013).

Acknowledgments
This project received funding from the Deanship
of Scientific Research (DSR), King Abdulaziz Uni-



646 H.M. Hasanean and A. H. Labban

versity, Jeddah, under grant No. D-198-155-1439.
The authors give their sincere acknowledgment and
gratitude to the DSR for their utmost support, both
technically and financially.

References

Aquila V, Swartz WH, Waugh DW, Colarco PR, Pawson
S, Polvani LM, Stolarski RS. 2016. Isolating the roles
of different forcing agents in global stratospheric tem-
perature changes using model integrations with incre-
mentally added single forcings. Journal of Geophysical
Research-Atmospheres 121: 8067-8082. https://doi.
org/10.1002/2015JD023841

Almazroui M, Islam M, Athar H, Jones PD, Rahman
MA. 2012. Recent climate change in the Arabian
Peninsula: Annual rainfall and temperature analysis
of Saudi Arabia for 1978-2009. International Journal
of Climatology 32: 953-966. https://doi.org/10.1002/
joc.3446

Angell JK. 1997. Stratospheric warming due to Agung, El
Chichoén, and Pinatubo taking into account the quasi-bi-
ennial oscillation. Journal of Geophysical Research
102: 9479-9485. https://doi.org/10.1029/96JD03588

Baldwin MP, Dunkerton TJ. 1999. Propagation of the Arc-
tic Oscillation from the stratosphere to the troposphere.
Journal of Geophysical Research 104: 30937-30946.
https://doi.org/10.1029/1999JD900445

Baldwin MP, Thompson DWJ, Shuckburgh EF, Norton
WA, Gillett NP. 2003. Weather from the stratosphere?
Science 301: 317-319. https://doi.org/10.1126/sci-
ence.1085688

Berrisford P, Dee DP, Poli P, Brugge R, Fielding M, Fuent-
es M, Kallberg PW, Kobayashi S, Uppala S, Simmons,
A.2011. The ERA-Interim archive Version 2.0. Report
of ECMWEF. Shinfield Park, Reading, UK. Available
at: https://www.ecmwf.int/node/8174

Black RX. 2002. Stratospheric forcing of surface climate in
the Arctic oscillation. Journal of Climate 15: 268-277.
https://doi.org/10.1175/1520-0442(2002)015<0268:S-
FOSCI>2.0.CO;2

Brown SJ, Parker DE, Folland CK, Macadam I. 2000.
Decadal variability in the lower-tropospheric lapse rate.
Geophysical Research Letters 27: 997-1000. https://
doi.org/10.1029/1999GLO0O11174

Calvo N, Garcia RR, Randel WJ, Marsh DR. 2010.
Dynamical mechanism for the increase in tropical
upwelling in the lowermost tropical stratosphere

during warm ENSO events. Journal of Atmospheric
Science 67: 2331-2340. https://doi.org/10.1175/
2010JAS3433.1

Camp CD, Tung K-K. 2007. The influence of the solar
cycle and QBO on the late-winter stratosphere polar
vortex. Journal of Atmospheric Science 64: 1267-1283.
https://doi.org/10.1175/JAS3883.1

Chen B, Xu X, Bian J. 2010. Sources, pathways and times-
cales for the troposphere to stratosphere transport over
Asian Monsoon regions in boreal summer. Chinese
Journal of Atmospheric Sciences 34: 495-505. https://
doi.org/10.3878/.1ssn.1006-9895.2010.03.03.

Christy JR, Parker DE, Brown SJ, Macadam I, Stendel
M, Norris WB. 2001. Differential trends in tropical
sea surface and atmospheric temperatures. Geo-
physical Research Letters 28: 183-186. https://doi.
org/10.1029/2000GL0O11167

Cubasch U, Meehl GA, Boer G J, Stouffer RJ, Dix M,
Noda A, Senior CA, Raper S, Yap KS. 2001. Projec-
tions of future climate change. In: Climate Change
2001: The Scientific Basis: Contribution of Working
Group I to the Third Assessment Report of the Inter-
governmental Panel on Climate Change (Houghton
JT, Ding Y, Griggs DJ, Noguer M, van der Linden
PJ, Dai X, Maskell K, Johnson CA, Eds.). Cambridge
University Press, Cambridge, United Kingdom and
New York, NY, USA, 525-582

Domeisen DI. 2012. Stratosphere-troposphere interaction
during stratospheric sudden warming events. Depart-
ment of Earth, Atmospheric, and Planetary Sciences,
. http://hdl.handle.net/1721.1/78368

Domeisen DI, Garfinkel CI, Butler AH. 2019. The
tele-connection of El Nifio Southern Oscillation to the
stratosphere. Reviews of Geophysics 57: 5-47. https://
doi.org/10.1029/2018RG000596

Enfield DB, Mestas-Nuiiez AM, Mayer DA, Cid-Serrano
L. 1999. How ubiquitous is the dipole relationship in
tropical Atlantic sea surface temperatures? Journal
of Geophysical Research: Oceans 104: 7841-7848.
https://doi.org/10.1029/19981C900109

Feng J, Li JP, Xie F. 2013. Long-term variation of the
principal mode of boreal spring Hadley circulation
linked to SST over the Indo-Pacific warm pool. Jour-
nal of Climate 26: 532-544. https://doi.org/10.1175/
JCLI-D-12-00066.1

Gaffen DJ, Santer BD, Boyle JS, Christy JR, Graham
NE, Ross RJ. 2000. Multidecadal changes in the
vertical structure of the tropical troposphere. Sci-


https://orcid.org/0000-0003-1544-9612
https://orcid.org/0000-0003-1544-9612
https://orcid.org/0000-0002-7327-6310
https://orcid.org/0000-0002-7327-6310
https://doi.org/10.1175/1520-
https://doi.org/10.1175/1520-

Stratospheric and surface temperatures over the Atlantic Ocean and Saudi Arabia 647

ence 287: 1242-1245. https://doi.org/10.1126/sci-
ence.287.5456.1242

Gastineau G, Frankignoul C. 2015. Influence of the North
Atlantic SST variability on the atmospheric circulation
during the twentieth century. Journal of Climate 28:
1396-1416. https://doi.org/10.1175/JCLI-D-14-00424.1

Gerber EP, Polvani LM. 2009. Stratosphere-troposphere
coupling in a relatively simple AGCM: The importance
of stratospheric variability. Journal of Climate 22:
1920-1933. https://doi.org/10.1175/2008JCLI2548.1

Goossens C, Berger A. 1986. Annual and seasonal climatic
variations over the northern hemisphere and Europe
during the last century. Annales Geophysicae 4: 385-
400. http://hdl.handle.net/2078.1/66385

Hasanean HM. 2004. Variability of the North Atlantic sub-
tropical high and associations with tropical sea surface
temperature. International Journal of Climatology 24:
945-957. https://doi.org/10.1002/joc.1042

Hasanean HM, Abdulhaleem H. Labban. 2019. Study of
the lower stratospheric temperature over the Arabian
Peninsula. Climate 7: (54). https://doi.org/10.3390/
cli7040054

Hurrell JW, Brown SJ, Trenberth KE, Christy JR. 2000.
Comparison of tropospheric temperatures from ra-
diosondes and satellites: 1979-1998. Bulletin of the
American Meteorological Society 81: 2165-2177.
https://doi.org/10.3103/S1068373917020030

Hu D, Tian W, Xie F, Shu J, Dhomse S. 2014. Effects of
meridional sea surface temperature changes on strato-
spheric temperature and circulation. Advance of Atmo-
spheric Science 31: 888-900. https://doi.org/10.1007/
s00376-013-3152-6

Huth R. 1999. Testing of trends in data unevenly dis-
tributed in time. Theoretical of Applied Climatology
64:151-162. https://doi.org/10.1007/s007040050119

IPCC. 2001. Climate Change 2001: The Scientific Basis.
Contribution of Working Group I to the Third Assess-
ment Report of the Intergovernmental Panel on Climate
Change (Houghton JT, Ding Y, Griggs DJ, Noguer M,
van der Linden PJ, Dai X, Maskell K, Johnson CA,
Eds.). Cambridge University Press, Cambridge, United
Kingdom and New York, NY, USA, 881pp.

IPCC. 2007. Climate Change 2007: The Physical Science
Basis. Contribution of Working Group I to the Fourth
Assessment Report of the Intergovernmental Panel
on Climate Change (Solomon S, Qin D, Manning M,
Chen Z, Marquis M, Averyt KB, Tignor M, Miller HL,
Eds.). Cambridge University Press, Cambridge, United

Kingdom and New York, NY, USA, 996 pp.

Kalnay E, Kanamitsu M, Kistler R, Collins W, Deaven
D, Gandin L, Iredell M, Saha S, White G, Woollen J,
Zhu Y, Chelliah M, Ebisuzaki W, Higgins W, Jano-
wiak J, Mo KC, Ropelewski C, Wang J, Leetmaa A,
Reynolds R, Roy J, Dennis J. 1966. The NCEP/NCAR
40-year reanalysis project. Bulletin of the American
Meteorological Society 77: 437-471. https://doi.
org/10.1175/1520-0477(1996)077<0437:-TNYRP>2.0.
CO;2

Karl TR, Hassol SJ, Miller CD, Murray WL, Eds. 2006.
Temperature trends in the lower atmosphere: Steps for
understanding and reconciling differences. A report
by the Climate Change Science Program and the Sub-
committee on Global Change Research, Washington,
DC, 164 pp.

Karpechko AY, Manzini E. 2012. Stratospheric influence
on tropospheric climate change in the Northern Hemi-
sphere. Journal of Geophysical Research 117: D05133.
https://doi.org/10.1029/2011JD017036

Keenlyside NS, Bader J, Mecking J, Omrani NO, Latif M,
Zhang R, Msadek R. 2015. North Atlantic multi-decadal
variability—Mechanisms and predictability. In: Climate
change: Multidecadal and beyond (Chang P, Ghill M,
Latif M, Wallace JM, Eds.). World Scientific, 141-157.

Kidston J, Scaife AA, Hardiman SC, Mitchell DM,
Butchart N, Baldwin MP, Gray LJ. 2015. Stratospheric
influence on tropospheric jet streams, storm tracks and
surface weather. Nature Geoscience 8: 433-440. https://
doi.org/10.1038/ngeo2424

Kistler R, Kalnay E, Collins W, Saha S, White G, Woollen
J, Chelliah M, Ebisuzaki W, Kanamitsu M, Kousky
V, van den Dool H, Jenne R, Fiorino M. 2001. The
NCEP-NCAR 50-year reanalysis: Monthly means
CD-ROM and documentation. Bulletin of the Amer-
ican Meteorological Society 82: 247-268. https://doi.
org/10.1175/1520-0477(2001)082<0247:TNNYR-
M>2.3.CO;2

Kodera K, Yamazaki K, Chiba M, and Shibata K. 1990.
Downward propagation of upper stratospheric mean
zonal wind perturbation to the troposphere. Journal
of the Meteorological Society of Japan 9: 1263-1266.
https://doi.org/10.1029/GL0171009p01263

Kolstad EW, Breiteig T, Scaife AA. 2010. The association
between stratospheric weak polar vortex events and
cold air outbreaks in the Northern Hemisphere. Quar-
terly Journal of the Royal Meteorological Society 136:
886-893. https://doi.org/10.1002/qj.620



648 H.M. Hasanean and A. H. Labban

Koutroulis AG, Grillakis M, Tsanis IK, Kotroni V, Lagou-
vardos K. 2012. Lightning activity, rainfall and flash
flooding—Occasional or interrelated events? A case
study in the island of Crete. Natural Hazards and Earth
System Science 12: 881-889. https://doi.org/10.5194/
nhess-12-881-2012

Kunz T, Greatbatch RJ. 2013. On the Northern Annular
Mode surface signal associated with stratospheric vari-
ability. Journal of Atmospheric Science 70: 2103-2118.
https://doi.org/10.1175/JAS-D-12-0158.1

Labitzke K, McCormick MP. 1992. Stratospheric tem-
perature increases due to Pinatubo aerosols. Geo-
physical Research Letters 19: 207-210. https://doi.
org/10.1029/91GL02940

Liebmann B, Dole R, Jones C, Bladé I, Allured D. 2010.
Influence of choice of time period on global surface
temperature trend estimates. Bulletin of the American
Meteorological Society 91: 1485-1492. https://doi.
org/10.1175/2010BAMS3030.1

Mangzini E, Giorgetta MA, Esch M, Kornblueh L, Roeckner
E. 2006. The influence of sea surface temperatures on
the Northern winter stratosphere: ensemble simulations
with the MAECHAMS model. Journal of Climate 19:
3863-3881. https://doi.org/10.1175/JCLI3826.1

Manzini E. 2009. Atmospheric science ENSO and the
stratosphere. Nature Geoscience 2: 749-750. https://
doi.org/10.1038/ngeo677

Maycock AC, Randel W], Steiner AK, Karpechko AY,
Christy J, Saunders R, Thompson DW, Zou CZ, Chry-
santhou A, Luke AN, Akiyoshi H. 2018. Revisiting the
mystery of recent stratospheric temperature trends.
Geophysical Research Letters 45: 9919-9933. https://
doi.org/10.1029/2018GL078035

Mitchell JM, Dzerdzeevskii B, Flohn H, Hofmery WL.
1966. Climatic change: Report of a working group
of the Commission for Climatology. Technical Note
79. World Meteorological Organization, Geneva,
79 pp.

Mohanakumar K. 2008. Stratosphere troposphere inter-
actions: An introduction. Springer, 416 pp.Nigam S.
2003. Teleconnections. In: Encyclopedia of atmospher-
ic science, vol. 3. 2nd ed. Academic Press, Elsevier
Science, 90-109.

Olsen MA, Schoeberl MR, Nielsen JE. 2007. Response of
stratospheric circulation and stratosphere-troposphere
exchange to changing sea surface temperatures. Journal
of Geophysical Research 112. https://doi.org/10.1029/
2006JD008012

Omrani NE, Keenlyside NS, Bader J, Manzini E. 2014.
Stratosphere key for wintertime atmospheric response
to warm Atlantic decadal conditions. Climate Dynamics
42: 649-663. https://doi.org/10.1007/s00382-013-1860-3

Omrani NE, Bader J, Keenlyside NS, Manzini E. 2016.
Troposphere-stratosphere response to large scale North
Atlantic Ocean variability in an atmosphere/ocean cou-
pled model. Climate Dynamics 46:1397-1415. https://
doi.org/10.1007/s00382-015-2654-6

Pawson S, Labitzke K, Leder S. 1998. Stepwise changes in
stratospheric temperature. Geophysical Research Letters
25:2157-2160. https://doi.org/10.1029/98GL51534

Pielke RA, Eastman J, Chase TN, Knaff J, Kittel TGF.
1998a. Errata to 1973-1996 trends in depth-averaged
tropospheric temperature. Journal of Geophysical
Research 103: 16927-16933. https://doi.org/10.1029/
1998JD200023

Pielke RA, Eastman J, Chase TN, Knaff J, Kittel TGF.
1998b. 1973-1996 trends in depth-averaged tropo-
spheric temperature. Journal of Geophysical Research
103:28909-28912. https://doi.org/10.1029/98JD01645

Polvani LM, Waugh DW, Correa GJP, So S-W. 2011.
Stratospheric ozone depletion: The main driver of
twentieth-century atmospheric circulation changes in
the southern hemisphere. Journal of Climate 24: 795-
812. https://doi.org/10.1175/2010JCLI3772.1

Ramaswamy VML, Chanin J, Angell J, Barnett D, Gaffen
M, Gelman P, Keckhut,Y, Koshelkov K, Labitzke
JJIR, Lin A, O’Neill J, Nash W, Randel R, Rood K,
Shiotani M, Swinbank R. 2001. Stratospheric tem-
perature trends: Observations and model simulations.
Reviews of Geophysics 39: 71-122. https://doi.
org/10.1029/1999RG000065

Ramaswamy V, Schwarzkopf MD, Randel WJ, Santer
BD, Soden BJ, Stenchikov GL. 2006. Anthropogenic
and natural influences in the evolution of lower strato-
spheric cooling. Science 311: 1138-1141. https://doi.
org/10.1126/science.1122587

Randel WJ, SK, Austin J, Barnett J, Claud C, Gillett NP,
Keckhut P, Langematz U, Lin R, Long C, Mears C,
Miller A, Nash J, Seidel DJ, Thompson DWIJ, Wu F,
Yoden S. 2009. An update of observed stratospheric
temperature trends. Journal of Geophysical Research
114. https://doi.org/10.1029/2008JD010421

Reichler T, Kim J, Manzini E, Kroger J. 2012. A strato-
spheric connection to Atlantic climate variability.
Nature Geoscience 5: 783-787. https://doi.org/10.1038/
ngeo1586.


https://doi.org/10.1007/s00382-015-2654-6
https://doi.org/10.1007/s00382-015-2654-6

Stratospheric and surface temperatures over the Atlantic Ocean and Saudi Arabia 649

Reid GC, Gage KS, McAfee JR. 1989. The thermal
response of the tropical atmosphere to variations in
equatorial Pacific sea surface temperature. Journal of
Geophysical Research 94: 14705-14716. https://doi.
org/10.1029/1D094iD12p14705

Rind D, Lean J, Lerner J, Lonergan P, Lebois-Sitier
A. 2008. Exploring the stratospheric/tropospheric
response to solar forcing. Journal of Geophysical
Research 113. https://doi.org/10.1029/2008JD010114

Salby ML, Callaghan PF. 2003. Systematic changes
of stratospheric temperature: Relationship between
the tropics and extratropics. Journal of Geophysical
Research 108. https://doi.org/10.1029/2001JD-
002034Santer BD. 2003. Contributions of anthro-
pogenic and natural forcing to recent tropopause
height changes. Science 301: 479-483. https://doi.
org/10.1126/science.1084123

Sassi F, Kinnison D, Boville BA, Garcia RR, Roble R.
2004. Effect of El Nifio-Southern Oscillation on the
dynamical, thermal, and chemical structure of the
middle atmosphere. Journal of Geophysical Research
109. https://doi.org/10.1029/2003JD004434

Scaife AA, Knight J, Vallis GK, Folland CK. 2005. A
stratospheric influence on the winter NAO and North
Atlantic surface climate. Geophysical Research Letters
32: 1-5. https://doi.org/10.1029/2005GL023226

Scaife AA, Spangehi T, Cubasch U, Langematz U,
Akiyoshi H, Bekki S, Butchart N, Chipperfield MP,
Gettelman A, Hardiman SC, Michou M, Rozanov
E, Shepherd TG. 2012. Climate change projections
and stratosphere-troposphere interaction. Climate
Dynamics 38: 2089-2097. https://doi.org/10.1007/
s00382-011-1080-7

Schonwiese CD, Rapp J. 1997. Climate trend Atlas of
Europe based on observations 1891-1990. Kluwer
Dordrecht, The Netherlands.

Seager R, Harnik N, Kushnir Y, Robinson W, Miller J.
2003. Mechanisms of hemispherically symmetric
climate variability. Journal of Climate 16: 2960-2978.
https://doi.org/10.1175/1520-0442(2003)016<2960:M
OHSCV>2.0.CO;2

Self S, Zhao J, Holasek RE, Torres RC, King AJ. 1998.
The atmospheric impact of the 1991 Mount Pinatubo
eruption. In: Fire and mud: Eruptions and lahars of
Mount Pinatubo (Newhall GC, Punongbayan RS,
Eds.). Philippine Institute of Volcanology and Seis-
mology/University of Washington Press, Quezon City/
Seattle and London, 1089-1115.Shine KP, Bourqui MS,

PM de F Forster, Hare SHE, Langematz U, Braesicke
P, Grewe V, Ponater M, Schnadt C, Smith CA, Haigh
JD, Austin J, Butchart N, Shindell DT, Randel W],
Nagashima T, Portmann RW, Solomon S, Seidel DJ,
Lanzante J, Klein S, Ramaswamy V, Schwarzkopf
MD. 2003. A comparison of model-simulated trends
in stratospheric temperatures. Quarterly Journal of the
Royal Meteorological Society 129: 1565-1588. https://
doi.org/10.1256/qj.02.186

Sigmond M, Scinocca JF, Kushner PJ. 2008. Im-
pact of the stratosphere on tropospheric climate
change. Geophysical Research Letters 35. https://doi.
0rg/10.1029/2008 GL033573

Sigmond M, Scinocca JF. 2010. The influence of the basic
state on the northern hemisphere circulation response
to climate change. Journal of Climate 23: 1434-1446.
https://doi.org/10.1175/2009JCLI3167.1

Sneyers R. 1990. On the statistical analysis of series of
observations. Technical note 143. World Meteorolog-
ical Organization, Geneva, 192 pp.

Soden BJ, Wetherald R, Stenchikov GL, Robock A. 2002.
Global cooling after the eruption of Mount Pinatubo: A
test of climate feedback by water vapor. Science 296:
727-730. https://doi:10.1126/science.296.5568.727

Solomon S. 1999. Stratospheric ozone depletion: A review
of concepts and history. Reviews of Geophysics 37:
275-316. https://doi.org/10.1029/1999RG900008

Stendel M, Christy JR, Bengtsson L. 2000. Assessing
levels of uncertainty in recent temperature time
series. Climate Dynamics 16: 587-601. https://doi.
org/10.1007/s003820000064

Thompson DWJ, Baldwin MP, Wallace JM. 2002. Strato-
spheric connection to Northern Hemisphere wintertime
weather: Implications for prediction. Journal of Cli-
mate 15: 1421-1428. https://doi.org/10.1175/1520-04
42(2002)015<1421:SCTNHW>2.0.CO;2

Wilks DS. 2006. Statistical methods in the atmospheric
Sciences. Academic Press, New York.

WMO 1999. Scientific assessment of ozone depletion:
1998. Global Ozone Research and Monitoring Project
report No. 44. World Meteorological Organization,
Geneva, 558 pp.

WMO. 2006. Scientific assessment of ozone depletion:
2006. Global Ozone Research and Monitoring Project
report No. 50. World Meteorological Organization,
Geneva, 560 pp.

Xie F, Tian W, Austin J, Li J, Tian H, Shu J, Chen C. 2011.
The effect of ENSO activity on lower stratospheric


http://centaur.reading.ac.uk/view/creators/90004685.html

650

H.M. Hasanean and A. H. Labban

water vapor. Atmospheric Chemistry and Physics
Discussions 11: 4141-4166. https://doi.org/10.5194/
acpd-11-4141-2011Xie F, Li J, Tian W, Feng J, Huo
Y. 2012. Signals of El Nifino Modoki in the tropical
tropopause layer and stratosphere. Atmospheric Chem-
istry and Physics Discussions 12: 5259-5273. https://
doi.org/10.5194/acp-12-5259-2012

Young RE, Houben H, Toon OB. 1994. Radiatively forced

dispersion of the Mt. Pinatubo volcanic cloud and
induced temperature perturbations in the stratosphere
during the first few months following the eruption.
Geophysical Research Letters 21: 369-372. https://
doi.org/10.1029/93GL03302

Zhang R, Sutton R, Danabasoglu G, Kwon YO, Marsh R,
Yeager SG, Amrhein DE, Little CM. 2019. A review
of the role of the Atlantic Meridional Overturning
Circulation in Atlantic Multidecadal Variability and
associated climate impacts. Reviews of Geophysics
57:316-375. https://doi.org/10.1029/2019RG000644

Zossi de Artigas M, Fernandez de Campra P. 2011.
Stratospheric temperature trends between 10 and
70 hPa during the period 1948-2009. The Open
Atmospheric Science Journal 5: 16-22. https://doi.
org/10.2174/1874282301105010016



CONTENTS
Atmosfera 35(4), 651-672 (2022)
https://doi.org/10.20937/ATM.52977

Evaluation of the WRF-ARW model during an extreme rainfall event:
Subtropical storm Guara

Yasmin Kaore LAGO KITAGAWA ', Erick Giovani SPERANDIO NASCIMENTO?,
Noéle Bissoli PERINI DE SOUZA', Pedro JUNIOR ZUCATELLI',
Prashant KUMAR®, Taciana Toledo DE ALMEIDA ALBUQUERQUE!?,
Marcelo ROMEIRO DE MORAES? and Davidson MARTINS MOREIRA ->*

"Universidade Federal do Espirito Santo (UFES), Vitéria, Espirito Santo, Brazil,

2Centro Integrado de Manufatura e Tecnologia (SENAI CIMATEC), Salvador, Bahia, Brazil.

3Universidade Federal de Minas Gerais (UFMG), Belo Horizonte, Minas Gerais, Brazil.

“Global Centre for Clean Air Research (GCARE), Department of Civil and Environmental Engineering, Faculty of
Engineering and Physical Sciences, University of Surrey, Guildford GU2 7XH, United Kingdom.

SUniversidade Federal do Pampa (UNIPAMPA), Bagé, Rio Grande do Sul, Brazil.

*Corresponding author; email: davidson.moreira@fieb.org.br

Received: September 11, 2020; accepted: March 24, 2021

RESUMEN

El presente estudio simula un evento inusual de lluvia extrema ocurrido en la ciudad de Salvador, Bahia,
Brasil, el 9 de diciembre de 2017, que se denominé tormenta subtropical Guara y tuvo una precipitacion
de aproximadamente 24 mm en menos de 1 h. Se realizaron simulaciones numéricas utilizando el mo-
delo Weather Research and Forecasting (WRF) en tres dominios con resoluciones horizontales de 9, 3 y
1 km. Se evaluaron diferentes combinaciones de siete esquemas de microfisica, tres cumulus y tres capas
limites planetarias en funcion de su capacidad para simular la precipitacion horaria durante este evento
de lluvia. Los indices estadisticos (MB =—0.69; RMSE = 4.11; MAGE = 1.74; r = 0.55; IOA = 0.66, y
FAC2 = 0.58) y los graficos de series temporales mostraron que las configuraciones mas adecuadas para
este evento meteoroldgico fueron las de Mellor-Yamada-Janji¢, Grell-Freitas y Lin para los esquemas
de capa limite planetaria, cumulus y microfisica, respectivamente. Los resultados se compararon con
los datos medidos en las estaciones meteorologicas ubicadas en la ciudad de Salvador. El modelo WRF
simulo bien la llegada y ocurrencia de este evento climatico extremo en una region tropical y costera,
considerando que la regidn ya tiene caracteristicas convectivas intensas y esta constantemente influen-
ciada por brisas marinas, las cuales podrian interferir con los resultados del modelo y comprometer el
desempeiio de las simulaciones.

ABSTRACT

This study simulates an unusual extreme rainfall event that occurred in Salvador city, Bahia, Brazil, on De-
cember 9, 2017, which was named subtropical storm Guara and had precipitation of approximately 24 mm
within less than 1 h. Numerical simulations were conducted using the Weather Research and Forecasting
(WRF) model over three domains with horizontal resolutions of 9, 3, and 1 km. Different combinations of
seven microphysics, three cumulus, and three planetary boundary layer schemes were evaluated based on their
ability to simulate the hourly precipitation during this rainfall event. Statistical indices (MB =—0.69; RMSE =
4.11; MAGE = 1.74; r = 0.55; IOA = 0.66; FAC2 = 0.58) and time series plots showed that the most suitable
configurations for this weather event were the Mellor- Yamada-Janji¢, Grell-Freitas, and Lin formulations for
the planetary boundary layer, cumulus, and microphysics schemes, respectively. The results were compared

© 2022 Universidad Nacional Autonoma de México, Instituto de Ciencias de la Atmosfera y Cambio Climatico.
This is an open access article under the CC BY-NC License (http://creativecommons.org/licenses/by-nc/4.0/).
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with the data measured at meteorological stations located in Salvador city. The WRF model simulated well
the arrival and occurrence of this extreme weather event in a tropical and coastal region, considering that
the region already has intense convective characteristics and is constantly influenced by sea breezes, which
could interfere in the model results and compromise the performance of the simulations.

Keywords: atmospheric modeling, WRF model, extreme rainfall, northeastern Brazil, physical parameter-

ization.

1. Introduction

Northeastern Brazil experiences a semiarid climatic
regime, and over 80% of the area often decrees a
state of public emergency due to extreme drought.
However, most of the population lives along the
coast, where the rainfall regime can occur intensely
or depend on several ocean-atmosphere processes, or
a combination of these factors (Kouadio etal., 2012).
The occurrence of heavy rain and storms in the region
typically causes flash floods, power outages, damage
to road structures, and material and human losses;
therefore, these extreme weather events are highly
disruptive to the urban system and pose a major
challenge to the government and society.

Some adaptive measures have been implemented
to prevent and mitigate these weather conditions,
and convection-permitting models (CPM) have been
appropriate to characterize extreme rainfall events.
Forecasting centers have successfully improved the
precision in representing this severe weather envi-
ronment using CPM, however, computational costs
to implement these models are higher compared
to numerical weather prediction (NWP) models
that use parameterization schemes to represent
convection (Clark et al., 2016; Chan et al., 2018;
Woodhams et al., 2018). Even though, accurately
representing any extreme weather event with re-
alistic temporal and spatial distribution remains a
challenge in NWP studies, particularly over coastal
and tropical areas with intense convective character-
istics that can change rapidly due to the influences of
land-sea breezes and mesoscale systems (Hariprasad
et al., 2014; Salvador et al., 2016; Surussavadee,
2017). The Center for Weather Forecasts and Cli-
mate Studies of the Brazilian National Institute for
Space Research (CPTEC/INPE) provides informa-
tion regarding weather conditions by employing a
modeling domain that covers South America (Chou
et al., 2005, 2014; Solman et al., 2013). However,
global and hemispheric models cannot represent the

local to regional characteristics of the spatiotempo-
ral variability of precipitation; therefore, regional
models are preferable for properly representing
physical processes. As such, local information could
be more valuable to local urban planners for manag-
ing more efficient solutions. Doppler Weather Radar
(DWR) data are a vital source of information for
studying the characteristics of mesoscale systems
(Gaoetal., 1999; Kim and Lee, 2006, but the lack of
adequate observational data has prompted numerous
researchers to apply mesoscale numerical models
for identifying the mesoscale features and studying
the evolution and propagation of extreme rainfall.
Furthermore, the present heavy precipitation predic-
tion capabilities are limited due to the uncertainties
in the initial state, coarse resolution, and physics
parameterization techniques of the model (Bei and
Zhang, 2007; Hally et al., 2014).

The mesoscale numerical Weather Research
and Forecasting (WRF) model, which is an ad-
vanced atmospheric model, allows users to select
physics and dynamics settings that can be more
suitable for a given region, and has gained wider
popularity due to its various applications that aid
the performance of numerical experiments, al-
lowing a better understanding of the atmospheric
dynamics of some episodes or phenomena such as
precipitation, heat and cold events, pollution, wind
cycles, and severe storms. However, some physical
processes cannot be described by traditional fluid
mechanics equations; therefore, several researchers
have undertaken the development of a parameter-
ization that can effectively describe the spatial and
temporal evolutions of these processes (Chen et
al., 1996; Koren et al., 1999; Chen and Dudhia,
2001; Salvador et al., 2016). It is widely agreed
that the best model configuration will depend on
the studied area and time of the year, and relevant
research has been mainly conducted in tropical and
mid-high latitudes (Jiménez et al., 2006; Balzarini
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et al., 2014; Carvalho et al., 2014; Ekstrom, 2015;
Banks et al., 2016; Sharma et al., 2016; Avolio et
al., 2017; Powers et al., 2017; Imran et al., 2018;
Lian et al., 2018; Tymvios et al., 2018), with few
studies conducted in tropical and coastal regions
or lower latitudes (Hariprasad et al., 2014; Boadh
et al., 2016; Gunwani and Mohan, 2017; Penchah
etal., 2017).

Salvador city, the capital of the state of Bahia,
Brazil, experiences the highest number of natural
disasters associated with intense rain on the coast
of the northeast region of the country, and rainfall
is mostly concentrated between April and July (Rao
et al., 1993). The occurrence of intense rain is very
rare outside this period. However, the Guara cyclone/
subtropical storm occurred on December 9, 2017,
originating from a strong decrease in atmospheric
pressure between the coast of southern Bahia and
northern Espirito Santo state. The cyclone caused
strong winds that devastated several areas of the
city, and waves of up to 5 m, according to the Bra-
zilian Navy. Therefore, to analyze this event in the
metropolitan region of Salvador (MRS), 63 runs
using different combinations of seven microphys-
ics (MP), three cumulus (CU), and three planetary
boundary layer (PBL) schemes with a very fine
resolution (1 km) were conducted to elucidate the
most suitable physical parameterization scheme for
this extreme rainfall event over an urban-coastal
area. This extreme rainfall event was selected since
it can be difficult for the model to depict such abrupt
changes in atmospheric behavior (Surussavadee,
2017). Therefore, this case study was conducted to
evaluate parameterizations in a coastal region during
extreme rainfall by comparing the modeled results
with data obtained at meteorological stations. Few
studies have evaluated the parameterizations used in
the WRF model under extreme rainfall conditions
over coastal regions, even though the coastal zone
of Brazil extends for over 8500 km.

The remainder of this paper is organized as fol-
lows. Section 2 presents the methodology, with a de-
scription of the meteorological event, WRF physical
parameterization schemes, and statistical indices used
in the evaluation of the model performance. Section 3
presents and compares the numerical results to exper-
imental data. Finally, the conclusions are presented
in section 4.

2. Methodology

2.1 Description of the observed meteorological
event

The MRS, which is an urban-industrial and coastal
area formed by 13 cities with a total population of
over four million inhabitants, was affected by a sub-
tropical storm, Guara, on December 9, 2017. During
this event, 23.6 mm of precipitation were measured
within 1 h (between 17:00 and 18:00 LT) at the Bra-
zilian National Institute of Meteorology (INMET)
meteorological station located in Salvador (Fig. 1),
the largest city and capital of Bahia state. The hot-
test day of 2017 was also recorded on the same day
(34.9°C) at INMET and International Airport stations.
The high temperatures associated with humidity
originating from the Amazon region and ocean inten-
sified the cloudiness, and heavy rain with lightning
struck the region. According to the Brazilian Navy
Hydrography Center, a frontal system moved from
the Atlantic Ocean (east) to the MRS (west), with a
minimum atmospheric pressure of 998 hPa and wind
speed of 74 km h™! (~ 20 m s7!), which caused strong
wind fields and rainfall over the MRS. The South At-
lantic Convergence Zone (SACZ) exerts its greatest
influence over Brazil during the end of spring and
summer, and can extend from the Amazon basin to the
subtropical Atlantic Ocean, provoking rainfall over the
north, central-west, and southeast regions (Carvalho
et al., 2004). During the analyzed episode, the syn-
optic weather charts indicated the presence of SACZ
over 15 consecutive days, and mainly acted over the
midwest-southeast and northeast Brazil, where the
presence of the SACZ is considered anomalous.

2.2 WRF physical parameterization schemes and
modeling setup

Moisture, heat, and momentum exchange within the
planetary boundary layer through mixing associated
with turbulent eddies that influence the evolution of
lower-tropospheric thermodynamic and kinematic
structures. However, such eddies operate on spatio-
temporal scales that cannot be explicitly represented
on the grid scales and time steps employed in most
NWP models. Therefore, their effects are expressed
through mathematical equations, which are also
called physical parameterization schemes (Stensrud,
2007). The conventional parameterizations in the
WRF model include the longwave and shortwave
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Fig. 1. Location of Bahia State in Brazil (upper left) and the domains
used in the simulations (upper right). Meteorological stations in Sal-
vador City (green dots) and the major cities of the MRS. BTS means
Bay of All Saints, which is the second largest coastal bay in Brazil.

radiation, PBL, surface layer (SL), cumulus (CU),
and microphysics (MP) schemes.

The MP parameterization scheme controls the var-
ious types of precipitation processes and humidity by
modifying the air temperature based on the interac-
tion between clouds and radiation, and the absorption
and latent heat release due to the phase changes of
water. The impact of MP schemes on the subtropical
storm Guara was examined using seven MP options
in the WRF model: Kessler, Lin, WRF single-mo-
ment 3 (WSM3), WRF single-moment 5 (WSM5),
WREF single-moment 6 (WSM6), Eta and Goddard
schemes. They are categorized as bulk schemes, and
usually represent the size distributions of particles,

referred as hydrometeors species, through gamma
distribution functions that use the mixing ratio and/
or the number concentration (Li et al., 2008; Com-
in et al., 2018; Lee and Baik, 2018). Thus, one of
the major differences between the MP schemes is
related to the number of hydrometeors considered
as prognostic variable, namely: water vapor (v),
cloud droplets (¢), rainwater (r), cloud ice (i), snow
(s), and graupel (g). Kessler is a simple warm cloud
scheme that considers v, ¢, and r classes. The others
are mixed-phase schemes that evolved from Kessler
and are considered more sophisticated because more
numbers of hydrometeors are used (Skamarock et
al., 2008). However, sophisticated schemes are not
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synonym of meaningful improvements, that is why it
is recommended to perform an evaluation to establish
the cost benefit of longer simulations and computa-
tional expense due to the use of more sophisticated
schemes (Jeworrek et al., 2019).

The CU schemes are responsible for the sub-grid
effects of convective and/or shallow clouds as a
consequence of larger-scale processes. Thus, these
schemes are responsible for the distribution of mois-
ture and heat that influence clouds formation and pre-
cipitation prediction. Theoretically, CU schemes are
not activated for fine grid sizes, because it is assumed
that regional models are able to resolve organized
convection. Thus, in the present work, Kain-Fritsch
(KF), Betts-Miller-Janji¢ (BMJ) and Grell-Freitas
(GF) schemes were only activated on the coarsest
grid (D01) and switched off on the finer grids (D02
and DO03). KF and GF are mass flux parameteriza-
tions, from which the former has been widely used
by operational applications (Zheng et al., 2016). It is
based on the early version of KF, that used a relatively
simple cloud model (Skamarock et al., 2008). The
latter is based on the Grell-Devenyi scheme, and was
formulated to be used in high resolution mesoscale
models. It was developed through experiments over
South America, using the Brazilian version of the
Regional Atmospheric Modeling system (BRAMS)
(Grell and Freitas, 2014), which could be more re-
alistic for our study. BMJ scheme is an adjustment
type scheme that uses reference profiles from a field
campaign at the tropical Atlantic Ocean from Africa
to South America in 1974, to adjust vertical profile
of temperature and humidity (Janji¢, 2000).

The PBL parameterization schemes represent the
vertical sub-grid scale fluxes, known as eddies, due
to turbulence that can be generated by buoyancy or
shear throughout the entire grid column, and not just
in the boundary layer. The treatment of the moisture,
heat, and momentum exchange processes in the PBL
by the WRF considers the order of turbulence closure
and whether the employed mixing approach is local
or non-local. Among the three PBL schemes evalu-
ated in this study, the Yonsei University (YSU) is a
first-order non-local scheme that uses information
of multiple vertical levels to determine a variable
at a given point. The non-local vertical fluxes are
reached by adding a non-local gradient adjustment
term to the local gradient for any prognostic variables

(Hong et al., 2006). The non-local approach has been
suggested to be better because they would be able to
account the amount of turbulence generated by large
vortices, as opposed to the local closure schemes,
which only use the variables of vertical levels that
are directly adjacent to the given point. To overcome
this deficiency, higher orders of treatments have
been developed (Mellor and Yamada, 1982), such as
the Mellor-Yamada-Janji¢ (MYJ) scheme, which is
one-and-a-half order local closure. The Asymmetric
Convective Model 2 (ACM2) considers both ap-
proaches depending on the stability conditions, which
hypothetical would be an ideal scheme (Kolling et
al., 2013). Like YSU, ACM2 has an eddy diffusion
component in addition to the explicit nonlocal trans-
port. The SL schemes calculate the friction velocities
and exchange coefficients used in the calculation of
surface heat and moisture fluxes by the land surface
models and surface stress in the PBL schemes. As
some PBL schemes are tied to a unique SL scheme,
three SL schemes were used in the simulations: Eta
to MYJ, MMS5 to YSU, and PX to ACM2 (Skamarock
et al., 2008).

As the simulations were conducted for an extreme
rainfall event, this work considered combinations of
different PBL, CU, and MP schemes. The sclection
of the MP scheme influences the spatial pattern of
rainfall, while the selection of the PBL and CU pa-
rameterization schemes influences the magnitude of
rainfall in the WRF model during extreme rainfall
events (Chawla et al., 2018; Singh et al., 2018, Song
and Sohn, 2018). The non-local PBL closure schemes
simulate heavy rainfall events more correctly close to
the sea, while other configurations more accurately
predict rainfall in mountainous terrains (Avolio and
Federico, 2018). Although no scheme uniformly rep-
resents well all atmospheric conditions (Shin et al.,
2012), the most suitable physical parameterization
ensemble that represents the atmosphere dynamics
over a region must be elucidated. Therefore, 63 sim-
ulations using different combinations of MP, CU, and
PBL schemes were evaluated based on their ability
to simulate hourly precipitation during the extreme
rainfall event. The physical parameterization schemes
were selected based on whether they directly influ-
enced the representation of precipitation production
by the model. As no previous studies had assessed
the MRS using the WRF model, the most common
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parameterization schemes found in literature were
tested. Furthermore, the study was conducted using
version 3.9 of the WRF model with the Advanced
Research WRF (ARW) dynamical solver. The me-
teorological data were obtained from NCEP Final
Analysis (FNL) with a grid resolution of 0.25 x 0.25°
every 6 h (NCEP, 2015). The MODIS land-use dataset
was used, which is the default land-use dataset of the
WRE. The simulations were set to run from December
5 to 10, 2017. The model was run with three nested
domains and grid resolutions of 9 km (DO01), 3 km
(D02), and 1 km (DO03; see Fig. 1). The domain of
interest (D03) had a horizontal resolution of 1 km and
23 vertical levels with the model top set to 50 hPa.

An overview of the physical and spatial configuration
of WRF is shown in Table 1. The references of each
option available in the WRF model can be found in
its manual and in Skamarock et al. (2008).

2.3 Evaluation of the model performance

The model performance was evaluated by comparing
the hourly observed and modeled data. The latter was
extracted from the grid point nearest to the latitude
and longitude of the ground weather stations in D03,
whose locations are displayed in Fig. 1. These were
INMET (13.01 °S, 38.52 °W, 51.41 m above the
ground) and the Airport (12.91 °S, 38.33 °W, 19.51
m above the ground). The former is represented by

Table I. Details of the physical parameterization schemes and spatial configuration adopted in the WRF

simulations.

Domain D01 D02 D03
Horizontal resolution 9 km 3 km 1 km
Domain cell numbers 39 x 39 x23 60 x 60 x 23 132 x 132 x 23

11.18°-14.33°S
36.66°-39.92° W
359 x 359 km

Domain size

11.99°-13.61° S
37.58°-39.25° W
180 x 180 km

12.18°-13.37° S
37.78°-39.00° W
132 x 132 km

Longwave radiation

Dudhia scheme (option 1)

Shortwave radiation

Rapid Radiative Transfer Model (option 1)

Land surface scheme

Noah land-surface model (option 1)

Microphysics (MP)

Kessler (option 1)
Lin (option 2)

WREF single-moment 3 (WSM3) (option 3)
WREF single-moment 5 (WSMS5) (option 4)
WREF single-moment 6 (WSM6) (option 6)

Eta scheme (option 4)
Goddard (option 7)

Cumulus (CU) Kain-Fritsch (KF) (option 1)
Betts-Miller-Janji¢ (BMJ) (option 2)
Grell-Freitas (GF) (option 3)
Planetary boundary Mellor-Yamada-Janji¢ (MYJ) (option 2)
layer (PBL) Yonsei University (YSU) (option 1)
Asymmetric Convective Model 2 (ACM2) (option 7)
Surface layer (SL) Eta similarity (option 2)

MMS (option 1)
Pleim-Xiu (PX) (option 7)
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the following observed meteorological parameters:
wind speed at 10 m (WS10), wind direction at 10 m
(WD10), temperature at 2 m (T2), relative humidity
at 2 m (RH2), and precipitation (RAIN).

The following statistical indices recommended
by Zhang et al. (2012) and Emery et al. (2001) were
computed: mean bias (MB), standard deviation of
the modeled data (SD), root-mean-square-error
(RMSE), mean absolute gross error (MAGE), cor-
relation coefficient (R), index of agreement (IOA),
and the fraction of predictions within a factor of two
observations (FAC2). The MB, RMSE, and MAGE
are indices related to the errors and deviations of
the model. Therefore, high-quality simulations have
values closer to zero. R, IOA, and FAC2 are indices
of association and agreement between modeled and
observed data, with zero indicating an absence of
correlation and values closer to 1 indicating a strong
correlation. As wind direction is a circular variable,
the errors should be calculated considering the short-
est angular distance between the modeled and ob-
served data (Jiménez and Dudhia, 2013). Therefore,
for wind direction, if the observed or modeled value
was greater than 180°, 360 was subtracted.

The indices are presented as Taylor diagrams
(Taylor, 2001) and soccer plots in the following
section. The different markers and colors represent-
ed the 63 simulations. The numbers in the Taylor
diagrams represent the combination of the PBL and
CU schemes, while the colors represent the different
MP schemes, with 01, 02, 03, 04, 05, 06, 07, 08, and
09 indicating MYJ-KF, MYJ-BMJ, MY J-GF, YSU-
KF, YSU-BMJ, YSU-GF, ACM2-KF, ACM2-BMJ,
and ACM2-GF, respectively. In addition, the best
configuration is identified through a scoring proce-
dure, following Somos-Valenzuela and Manquehu-
al-Cheuque (2020). The configuration with the best
score receives a value of 1, adding a unit to the next,
while the worst score receives a value of 63. This
procedure is repeated for each station and parameter.
Finally, the score is summed, and the configuration
with the lowest value is the one with the best perfor-
mance for the variable.

3. Numerical results
The results of the simulations conducted with the
WRF model during the passing subtropical storm

Guara are presented to elucidate whether the meso-
scale model could capture this extreme rainfall event.
The performance of the parameterization schemes
considering wind speed, wind direction, temperature,
relative humidity, and rainfall is first presented, fol-
lowed by the spatial distribution of the wind fields
and precipitation.

3.1 Parameterization schemes performance

3.1.1 Wind speed results

Figure 2 shows the comparison soccer plot for the
RMSE and MB statistical metrics of WS10 from the
INMET and Airport meteorological stations.

The very low wind speed values registered at the
INMET ground station were due to the presence of
vegetation and hills surrounding the station. Over
built areas, the presence of obstructions slows down
the wind speed, and besides the WRF model was
formulated for mesoscale systems. To have a better
agreement with observed wind speed over built
areas, it is suggested to turn on the urban physics
schemes that use lower values for land surface
parameters (Martilli et al., 2002; Sarmiento et al.,
2017). Therefore, by comparing the WRF results
with the INMET data (Fig. 2a), the statistical error
indices (RMSE and MB) did not agree well, and all
runs were overestimated.

Figure 3 shows the WS10 comparison Taylor dia-
gram for the SD (blue line) and R (black line) statistical
metrics. The highest positive correlation (R = 0.68)
was obtained for the MYJ-KF-Eta configuration (ID
01, pink marker), while the most negative correlation
(R =-0.73) was obtained for the MYJ-BMJ-WSM6
ensemble (ID 02, purple marker) for the INMET sta-
tion. The IOA and FAC2 did not exceed 0.60 and 0.50
for any simulation, as suggested by Emery etal. (2001)
and Hanna and Chang (2012), respectively, as these
are conservative benchmarks that consider analyses
over simple terrains and rural areas.

The best statistical indices for WS10 were related
to the Airport station, where the different combination
schemes exhibited similar deviations. However, the
simulations using the ACM2-PBL scheme (regardless
of the type of CU parameterization used) exhibited
the smallest deviations for both stations (Fig. 2).

The Taylor diagram (in Fig. 3b) indicates there
were significant differences between the results. The
simulations using the MYJ-PBL scheme with KF
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Fig. 3. WS10 comparison Taylor diagram for the SD (blue
line) and R (black line) statistical metrics. (a) INMET and
(b) Airport stations. The numbers 01, 02, 03, 04, 05, 06,
07, 08, and 09 indicate MYJ-KF, MYJ-BMJ, MYJ-GF,
YSU-KF, YSU-BMJ, YSU-GF, ACM2-KF, ACM2-BMJ,
and ACM2-GF, respectively

(ID 01) and GD (ID 03) had the highest R values for
WS10, with the best scores achieved by the MY J-KF-
Kessler (R =0.76, I0A=0.74, FAC2 =0.75), MYJ-
KF-WSM6 (R=0.75,I0A=0.75, FAC2=0.83) and
MYJ-GF-Lin (R =0.72, IOA = 0.72, FAC2 = 0.71)
configurations. Additionally, all simulations using
the YSU-PBL scheme, and most simulations with
ACM2-PBL scheme did not achieve an IOA value
of over 0.60, regardless of the CU and MP schemes.

3.1.2 Wind direction results

Figure 4 shows a comparison soccer plot for the
MAGE and MB statistical metrics at the INMET
and Airport meteorological stations for WD10. The
observed WD10 values were more similar between
both stations, with most winds originating from the
north, northeast, and northwest directions. According
to the WREF results, the majority of simulated wind
direction had a positive bias (clockwise) during the
period, with a mean error varying between 0° and 20°.
The lowest deviations were obtained for the MYJ-
GF-Lin configuration for INMET station (brown dia-
mond in Fig. 4a), and MYJ-GF (diamond markers in
Fig. 4b), regardless of the MP parameterization used
for the Airport station. Emery et al. (2001) indicate
that the MB and MAGE of WD10 should be less than
+ 10° and 30°, respectively, while Kemball-Cook et
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al. (2005) stated that MAGE should be below 55°
over complex terrains.

The largest amount of FAC2 values greater than
0.5 for INMET station were achieved for the simula-
tions using the GF-CU scheme, even though a single
configuration was emphasized for the Airport station.
The highest IOA values were associated with MYJ-
KF-Lin (IOA = 0.67) for the INMET station, and
Y SU-GF-Kessler (IOA=0.70) for the Airport station.

Figure 5 shows the WD10 comparison Taylor
diagram for the SD (blue line) and R (black line)
statistical metrics at the INMET and Airport meteo-
rological stations.

The R-values were very low as the analysis of
this parameter is critical due to the sudden change in
wind direction. The highest correlation values were
achieved for the MYJ-KF-Lin (ID 01, orange marker;
R = 0.48) and ACM2-BMJ-WSM3 (ID 08, yellow
marker; R = 0.60) configurations for the INMET
(Fig. 5a) and Airport (Fig. 5b) stations, respectively.
Both configurations also exhibited reasonable agree-
ment indices (MY J-KF-Lin: [OA=0.67, FAC2 =0.46;
ACM2-BMJ-WSM3: I0A = 0.63, FAC2 = 0.42).

3.1.3 Temperature and relative humidity
Figure 6 shows an hourly comparison of T2 between
observed and modeled data at the INMET station on
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Fig. 5. WD10 comparison Taylor diagram for the SD (blue
line) and R (black line) statistical metrics. (a) INMET and
(b) Airport stations. The numbers 01, 02, 03, 04, 05, 06,
07, 08, and 09 represent MY J-KF, MYJ-BMJ, MYJ-GF,
YSU-KF, YSU-BMJ, YSU-GF, ACM2-KF, ACM2-BMJ,
and ACM2-GF, respectively.
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Fig. 6. Time-series of T2 from the INMET data (observed) and numerical simulations of Subtropical Storm Guara over
MRS on December 9, 2017, with different MP, PBL, and CU schemes

December 9, 2017, which was the hottest day in 2017
registered in the region, with a thermal amplitude of
11.8 °C. This great variation could be challenging
for the model to emulate, even though most of the
simulations could depict this oscillation (Fig. 6).
Statistical indices showed that the mean errors
were acceptable, with most of the simulations meet-
ing the criteria suggested by Emery et al. (2001),
which are more conservative than those suggested
by Kemball-Cook et al. (2005). Additionally, [OA
and FAC2 values of > 0.80 and > 0.50 are also rec-
ommended, respectively, which were met by most
simulations, excluding the BMJ CU and ACM2 PBL
schemes. The combination of both schemes (ACM?2
+ BMJ) achieved the worst R and IOA values for T2.
The results of T2 were very uniform for MYJ-PBL
and YSU-PBL (except using Eta-MP), which also
produced the smallest deviations and highest agree-
ment index values, together with the GF-CU scheme.

Figure 7 shows the T2 comparison Taylor diagram
for the SD (blue line) and R (black line) statistical met-
rics at the INMET and Airport meteorological stations.

The highest correlation values were achieved by
the YSU-GF-WSMS5 (R = 0.92, IOA = 0.93, FAC2
=1.00) and MYJ-GF-WSM6 (R=0.91,I0A=0.95,
FAC2=1.00) for the INMET and Airport stations (ID
06-03, purple and green markers in Figs 7a-b). There-
fore, the GF-CU scheme with the MP-WSM series is
a suitable combination of physical parameterization
schemes in the WRF model for studies that mainly
aim to evaluate temperature, such as those assessing
the urban heat island effects.

Figure 8 shows the RH2 comparison soccer plot
and Taylor diagram for the MAGE, MB, SD, and R sta-
tistical metrics at the INMET meteorological station.

RH2 data were only available at the INMET
station, where the relative humidity varied between
47 and 93%, with an average of 75%. None of the
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simulations met the error benchmarks recommend-
ed by Emery et al. (2001) and Kemball-Cook et al.
(2005) (Fig. 8a). In contrast, all simulations met
FAC2>0.50 and IOA > 0.60. The lowest deviations
were achieved by the simulations that used the YSU-
PBL scheme with the KF and GF-CU schemes (ID
04-06 with orange [Lin], green [WSMS5], and purple

[WSM6] markers in Fig. 8b). Therefore, despite the
moderate deviations, the values of the agreement
indices were high, with the best score achieved by
YSU-GF-WSM6 (R = 0.93, IOA = 0.96, FAC2 =
1.00) due to the good results achieved for T2.

Table II shows the configuration of PBL, MP,
and CU schemes that were highlighted considering
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Table II. Physical parameterization schemes highlighted
for each parameter and station using the WRF model.

Parameter INMET station Airport station
WS10 ACM2-GF-WSM3  MYJ-KF-WSM6
WDI10 MYJ-KF-Lin MYJ-GF-Goddard

T2 YSU-KF-WSM6  YSU-BMJ-WSM6
RH2 MYJ-GF-Eta -

the statistical indices for WS10, WD10, T2 and RH2
and each station. The scoring procedure was used for
the selection of each configuration. The MYJ-PBL
and GF-CU schemes could be reasonable for evalua-
tions related to wind direction and relative humidity,
whereas the YSU- PBL and WSM6-MP schemes for
temperature.

-+@+ Observed == Kessler = Lin —

WSM3

Y. K. Lago Kitagawa et al.

3.1.4 Rainfall results

In the WRF model, rainfall is based on two variables:
RAINC and RAINNC, which are the rainfall pro-
duced by cumulus parameterization and grid-scale
processes, respectively. Therefore, the total rainfall
would be the sum of the variables RAINC and RAIN-
NC. However, as the cumulus parameterization was
switched off under D02 and D03, the sole contributor
to the total rainfall under these domains was the vari-
able RAINNC. Additionally, the hourly precipitation
has to be subtracted from the previous hour because
both are cumulative variables.

Figure 9 shows the time-series of RAIN from
INMET data (observed) and numerical simulations
of subtropical storm Guara over MRS on December
9, 2017 with different MP, PBL, and CU schemes
using data from D03 (the domain of interest). The
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Fig. 9. Time-series of RAIN from the INMET data (observed) and numerical simulations of subtropical storm Guara
over MRS on December 9, 2017, with different MP, PBL, and CU schemes.
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rain gauge at INMET station registered 23.6 mm of
rainfall within 1 h (between 17:00-18:00 LT), and
accumulated daily precipitation of 40.80 mm.

The MYJ-GF, YSU-KF, and YSU-GF schemes
(depending on the MP scheme adopted) were able to
simulate the precipitation peaks with time lags and
quantitative errors (Fig. 9c¢, d, f).

The MY J-GF-Goddard, with a value of 7.7 mm,
and MY J-GF-Lin, with a value of 7.1 mm, produced
reasonable rainfall values at the same time as the
storm. However, the MY J-GF-Goddard configuration
reported the occurrence of rainfall 3 h before the
event. The other MYJ-GF ensembles (Fig. 9¢) depict-
ed the storm with a time lag of 1 h, and their results
decreased in the following order MY J-GF-Kessler
(15.2 mm) and MYJ-GF-Lin (12.8 mm), followed
by WSM6 (6.7 mm), WSM3 (5.6 mm), WSMS5 (4.3
mm), Goddard (2.5 mm) and Eta (1.8 mm).

The YSU-KF case (Fig. 9d) also achieved reason-
able results. However, the occurrence of rainfall was
simulated to occur an hour after the event. The MP-
Lin produced a rainfall value of 13.8 m, and Goddard
produced a value of 5 mm at 19 h. YSU-KF-Goddard
(16.2 mm), WSM6 (10.9 mm), Lin (8.3 mm), WSM5
(8.1 mm), Kessler (3.5 mm), and WS3 (2 mm) also
simulated precipitation values, but with a time lag of
2 h. The MP-Eta configuration did not produce any
rainfall. The WSM5 and WSM6 exhibited similar
behavior, except for WSM3. The YSU-GF ensembles
(Fig. 9f) also exhibited some peaks in the time-series
plots; however, the rainfall values were smaller than
the results obtained using YSU-KF.

Although all simulations underestimated the ob-
served precipitation value, the smallest errors were
achieved by the MYJ-GF and YSU-KF schemes. By
analyzing the agreement indices, low IOA values
were achieved, with the MYJ-GF-Lin ensemble
achieving the highest IOA value of 0.66 (R = 0.55).
However, some combinations, such as MYJ-BMI-
WSM3 (R =0.87) and ACM2-GF-WSM6 (R =0.84),
achieved higher R-values than MYJ-GF-Lin. This
was because the simulated precipitation value was
zero, which agreed with most of the daily observed
data but is not representative, thereby demonstrating
the importance of not only considering the statistical
metric values but also the time-series assessment.

The GF-CU scheme also showed the best agree-
ment with observations in terms of shape and intensity

of the precipitation for finer resolutions in the study
of Jeworrek et al. (2019). These authors related it
to the maximum threshold of 0.9 for the convective
coverage of a grid cell that prevents the scheme from
turning itself off entirely. Despite the cumulus param-
eterization being switched off in D03, its activity can
affect the rainfall patterns at a finer resolution (Kwon
and Hong, 2017). The BMJ-CU scheme did not depict
the occurrence of this subtropical storm (also seen
through spatial plots [not shown]). The inability to
produce any significant convective precipitation by
the BMJ-CU scheme could be caused by the adjust-
ment processes through the reference profiles, that
would depend on available moisture in the form of
precipitation. The effectiveness of this scheme is
limited in regions with little moisture, less rainy or
semiarid zones (Gilliland and Rowe, 2007; Sikder
and Hossain, 2016). MYJ-KF schemes also presented
poor results, according to Jeworrek et al. (2019). The
KF-CU scheme had a weaker precipitation feature
and was delayed in time.

The WREF results also showed that PBL schemes
played a role in the precipitation production because
PBL-ACM2 (Fig. 9g-i) also did not depict the oc-
currence of the rainfall, regardless of the MP and
CU schemes used. Various previous studies already
pointed out that non-local schemes (e.g., YSU and
ACM?2) portray phenomena that occur into the PBL
more accurately than local schemes (e.g., MYJ and
Boulac) because they take into account the effect
of larger turbulent eddies (Xie et al., 2012; Cohen et
al., 2015). However, it is worth to mention that these
studies were not carried out in the same climatologi-
cal conditions as in our study, where the PBL scheme
that presented the best agreement with hourly rainfall
(and also with wind direction and relative humidity)
was MY/J. This agrees with findings by Madala et al.
(2016), who showed that the thermo-dynamical pa-
rameters of local-TKE closures were better simulated
than non-local closures during thunderstorms over an
Indian region. The authors informed that the genera-
tion of instability in the model due to the convective
process is highly influenced by turbulence diffusions
that are efficiently represented by the TKE local
closures, leading to a realistic representation of the
development of instability of pre-storm atmospheres,
and a better simulation of various thunderstorm en-
vironments. Similar results can be seen in Wang et
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al. (2014), who found that local schemes had better
agreement with observations than non-local schemes
during the East Asian summer monsoon.

Further examination was conducted based on the
accumulated daily precipitation, as this work aimed
to elucidate the most suitable physical parameteriza-
tion scheme for characterizing an extreme rainfall
event over the urban-coastal area of MRS. Therefore,
Figure 10 compares the accumulated daily precipi-
tation of configurations simulated only by MYJ-GF
and YSU-KF with all MP schemes. Since none of
the other simulations produced any significant pre-
cipitation, the results from these simulations will not
be discussed further. The analysis reveals that both
schemes with MP-Goddard and MP-Lin produced the
closest values to the daily observed data, especially
MYJ-GF-Goddard (28.07 mm day ') and MY J-GF-
Lin (24.17 mm day ).

Y. K. Lago Kitagawa et al.

The best agreement of the MYJ-GF-Goddard
configuration to the accumulated daily precipitation
is related to the fact that this scheme simulated an an-
ticipated rainfall, which occurs from !4:00 LT, which
it is not realistic, since the subtropical storm reached
Salvador city at 17:00 LT. Meanwhile, the configu-
ration using YSU-KF was 1-h delayed (Figure 11).
Thus, it can be noted that PBL-MYJ, CU-GF and
MP-Lin configurations exhibited the most suitable
agreement with the observed precipitation data.

3.2 Spatial distribution of wind fields and precipi-
tation

For the WRF model sensitivity analyses, spatial plots
of rainfall with wind fields at 10 m were produced to
analyze the capture and displacement of subtropical
storm Guara over the region. Figure 12 presents the
spatial plots of hourly precipitation with wind fields
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Fig. 10. Comparison of the daily accumulated precipitation on December
9,2017, at INMET station for MY J-GF and YSU-KF with all MP schemes.
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Fig. 12. Spatial distribution of the hourly modeled precipitation with wind fields at 10 m at D03 at 17:00 (left), 18:00
(center) and 19:00 (right) LT for all runs using MYJ-PBL and GF-CU with different MP schemes.
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Fig. 12. Spatial distribution of the hourly modeled precipitation with wind fields at 10 m at D03 at 17:00 (left), 18:00
(center) and 19:00 (right) LT for all runs using MYJ-PBL and GF-CU with different MP schemes.

at 10 m between 20:00 and 22:00 UTC (17:00 and
19:00 LT, respectively) at D03 using MYJ-PBL and
GF-CU schemes. The choice to show the spatial plots
of all runs is to investigate the effect of MP schemes,
and also to eliminate the spatial component as the pre-
cipitation previous results were compared to a single
rain gauge for the entire region. The others were not

included as the WRF model presented almost no rain
or differences between scenarios.

It is simple to distinguish the most suitable MP
schemes by visual comparison for this event. The
arrival of the subtropical storm was reasonably
depicted by Lin, WSM6 and Goddard MP schemes
(Fig. 12e-g), which reproduced the evolution of this
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subtropical storm throughout the hours, with Lin sim-
ulation yielding the highest total precipitation rates.
Kessler and WSMS5 had similar results and emulated
the arrival of the event with weak magnitude and
patterns precipitation (Fig. 12a, b), despite Kessler is
the least complex scheme used. Meanwhile, WSM3
and Eta (Fig. 12¢, d) awerend delayed and presented
much weaker precipitation fields, therefore they were
not suitable for this event. Similar results were found
in Sun et al. (2019), who conducted experiments of
a typhoon case in South China.

The six-class schemes (Lin, WSM6 and God-
dard), which are more complex MP schemes when
compared to the other schemes used in the present
study, had better performance for this severe event
over a Brazilian urban-coastal area. Sikder and Hos-
sain (2016) noted the need to use more complex MP
schemes for high rainfall events at high resolution
grids since CU schemes are not explicitly employed.
Additionally, the inclusion of graupel, which is
the hydrometeor class that differs from the others,
produced a more realistic precipitation in the region
in size and intensity. In Lin and Goddard schemes,
graupel is assumed to have a constant bulk density
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of 400 kg m~, whereas for WSM6 of 500 kg m ™.
However, they also differ in other parameters of the
gamma distribution function (Adams-Selin et al.,
2013; Han et al., 2013). This analysis revealed that
again the most suitable configuration for this weather
event was MYJ, GF, and Lin for PBL, CU and MP
schemes, respectively, since these schemes appeared
to have the most suitable location, shape and intensity
of the precipitation.

Figure 13 displays the spatial distribution at 19:00
LT using the MYJ-GF-Lin configuration, and the
hourly average contribution of MP and CU schemes
to the precipitation of each domain.

The coarsest domain (D01; Fig. 13a) yielded the
lowest rainfall rates, while at a finer resolution (D02
and DO03), where the CU scheme was not activat-
ed, precipitation was directly produced by the MP
schemes. This agrees with Jeworrek et al. (2019),
who observed that MP schemes had more impact on
precipitation production in mesoscale convective cas-
es. This happens because grid-scale rainfall has to in-
crease its processes to compensate the non-activation
of CU parameterization in the finer grids (Sharma and
Huang, 2012), thus sub-grid scale motions become
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domain using PBL-MYJ, CU-GF, and MP-Lin configuration. Spatial plots are

depicted at 19:00 LT.
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better resolved and dominate the total transport and
precipitation (Fowler et al., 2016).

As the peak rainfall was registered in the region
between 17:00-18:00 LT, rainfall modeled across the
entire domain started to be predicted 5 h before the ac-
tual peak, with the highest modeled values occurring
at 19:00 LT (Fig. 13d). The highest modeled rainfall
rates were concentrated over the Sdo Sebastido do
Passé (see S.S.Passé in the spatial distribution of
Fig.13c) county. Terra Nova and Salvador munici-
palities, especially over the BTS, also were affected
by the subtropical storm Guara. Additionally, over
the surrounding areas, where there are large areas
of vegetation and water bodies, the wind fields were
smaller and divergent. The wind fields agreed with
the observed wind roses, which indicates that most of
the winds originated from the north, north-northeast,
and northeast areas and blew toward the southwest
and south-southwest.

The wind rose diagrams (not shown) show that
frequency distribution of the observed wind origi-
nated from the 25% north, 25% north-northeast, and
33.3% northeast at the INMET station. Meanwhile,
the modeled data exhibited a frequency distribution
of 20.8, 45.8, and 29.6%. The observed frequency
distribution at the Airport station was 33.3% north,
16.7% north-northeast, and 16.7% northeast, while
that of the modeled data was 25, 41.7, and 33.3%,
respectively. Therefore, the WRF results could depict
the same wind sectors with variations in the percent-
age of frequency distribution and wind magnitudes.

4. Conclusions
Abrupt changes in the atmosphere over coastal-trop-
ical sites are one of the most challenging aspects of
atmospheric modeling, particularly for precipitation.
Results indicate that the WRF model performed well
in the simulation of an extreme rainfall event, i.e.,
the Guara subtropical storm. Although several studies
have already been conducted on this subject in other
regions, the best model configuration will depend on
the area under analysis. This constitutes the first study
evaluating physical parameterization schemes over
the MRS in Brazil, using the WRF model.

Several configurations combining different PBL,
CU, and MP schemes were tested in our study. Al-
though the results are based on a single case study,

Y. K. Lago Kitagawa et al.

significant differences could be seen on the hourly
variation of meteorological parameters. The PBL-
MY, CU-GF, and MP-Lin schemes were selected to
generate the spatial and temporal distribution plots,
and the wind roses, as this combination agreed with
the main variable best. The precipitation production
was majorly influenced by the microphysics scheme
when compared to the cumulus scheme in DO1. The
model represented well the arrival and occurrence of
this extreme weather event in a tropical and coastal
region, considering that the region already had in-
tense convective characteristics and was constantly
influenced by sea breezes, which could interfere in
the model results and compromise the performance
of the simulations. The WRF model could represent
phenomena that occur in the PBL reasonably well,
justifying its application at an urban scale. Over the
past 15 years, the MRS region has experienced indus-
trialization and urbanization, which may have caused
the weather station to become poorly located. Fur-
thermore, one rain gauge was available for the entire
region to compare with the WRF data, indicating that
the model validation could be better conducted with
more observational data, which is a limitation of the
study. The results demonstrate that schemes must be
thoroughly validated using additional experimental
observations, such as Light Detection and Ranging
and Sonic Detection and Ranging measurements. In
addition, future work should include the analyses of
more cases, and also other environmental conditions
to reach definitive conclusions in the use of the se-
lected schemes.
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RESUMEN

La velocidad de friccion (u+) es un pardmetro importante usado en el estudio de flujos geofisicos y de inge-
nieria. El uso cada vez mas frecuente de anemometros sonicos 2D en estaciones meteoroldgicas modernas
hace que la estimacion de u+ a partir de las componentes horizontales de la velocidad sea una posibilidad muy
deseable. La presencia de diferentes regimenes de viento (como brisas marinas en zonas costeras) hace que
los parametros turbulentos dependan de la direccion de viento y de la estabilidad atmosférica. Esto hace la
estimacion de ux a partir de mediciones 2D muy dificil de obtener. En este trabajo se propone una expresion
simple (para ux) y se valida usando datos provenientes de seis experimentos de campo independientes loca-
lizados en zonas costeras. Los resultados muestran que es posible estimar la velocidad de friccion a partir de
mediciones 2D (componentes de la velocidad horizontal) usando la intensidad de turbulencia como un proxy de
u+, reduciendo sustancialmente la sensibilidad del estimado a la direccion de viento y estabilidad atmosférica,
con bajo error medio cuadratico (0.06 < RMSE < 0.097) y alto coeficiente de correlacion (0.77 <1< 0.95).

ABSTRACT

Friction velocity (u+) is an important velocity scale used in the study of engineering and geophysical flows.
The widespread use of 2D sonic anemometers in modern meteorological stations makes the estimation of ux
from just the horizontal components of the velocity a very attractive possibility. The presence of different
wind regimes (such as sea breezes in or near coastal zones) causes the turbulent parameters to be dependent
on the wind direction. Additionally, u+ depends on atmospheric stability, whch makes the estimation of ux
from 2D measurements very difficult. A simple expression is proposed, and then tested with data from six
independent experiments located in coastal zones. The results show that it is possible to estimate friction
velocity from 2D measurements using the turbulence intensity as a proxy for u, reducing substantially the
sensitivity to the wind direction or atmospheric stability, with small root mean squared errors (0.06 < RMSE
<0.097) and high correlation coefficients (0.77 < 1> < 0.95).

Keywords: friction velocity, Eddy Covariance, Monin-Obukhov Similarity Theory, Sonic Anemometry, 2D
anemometer, Coastal Zone.
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1. Introduction

Friction velocity is one of the most important scaling
parameters in atmospheric sciences and oceanogra-
phy (Garrat, 1977; Stapleton and Huntley, 1995).
Most processes and relationships in the low atmo-
sphere involve the friction velocity, such as turbulent
exchange of mass and energy at the surface and re-
lationships based on the Monin-Obukhov Similarity
Theory (Monin and Obukhov, 1954; Wyngaard et al.,
1977) and on the surface renewal theory (Brutsaert,
1982; Stull, 1988; Castellvi, 2018; Castellvi et al.,
2020). The friction velocity, u*, is defined as (Stull,
1988):

5 5 1/4
u, = (u’w’ +v'w j (1)

where u, v, and w are the x, y, and z components of the
velocity vector; u’, v’ and w’ are the velocity fluctu-
ations with respect to the mean velocity components
U, V, and W (i.e., u’= u — U). The overbar refers to
time averaging. There are many different definitions
of the friction or shear velocity (Weber, 1999) and
the selection depends primarily on the particular
application. Eq. (1) is related to the length of the
Reynolds Stress vector when u is aligned with the
mean velocity, hence this definition is independent
of the chosen frame of reference and will be used in
this report.

There are a variety of techniques to estimate u+
(Champagne et al., 1977; Nieuwstadt, 1978; Du-
rand et al., 1991; Bauer et al., 1992; Inoue et al.,
2011; Newman and Klein, 2014). For instance, the
eddy covariance (EC) method uses high frequency
direct measurement of velocity fluctuations in the
surface layer to obtain the friction velocity from Eq.
(1) (Burba, 2013). The measurement can be made
using hot wire, sonic or other type of anemometer,
as long as (a) the three components of the velocity
are measured, and (b) the acquisition frequency is
large enough to capture the rapid turbulent fluctu-
ations; note that the averaging period must not be
too long in order to avoid contamination from slow
non-turbulent signals or trends (usually between 30
and 60 min).

Sonic anemometers are convenient because they
do not have moving parts (the measurement is based
on the speed of sound). Two dimensional (2D) sonic
anemometers are much more robust and affordable

than triaxial sonic anemometers. Unfortunately, 2D
sonic anemometers cannot be used to directly deter-
mine the friction velocity (Eq. 1) because the verti-
cal wind component is not measured; however, an
estimate of friction velocity could be obtained from
the logarithmic wind profile (Echols and Wagner
1972; Bauer et al., 1992; Bergeron and Abrahams,
1992; Sozzi et al., 1998), but this method requires
deployment of 2D anemometers at several heights.
In this investigation, a method to estimate friction
velocity from a single 2D anemometer is proposed
and tested against field measurements.

2. Method

On the basis that the turbulent standard deviation of
the horizontal wind speed does not follow similarity
and it is well correlated with the friction velocity and
the horizontal mean wind speed (Dyer, 1974; Panof-
sky et al., 1977; Sorbjan, 1987; Stull, 1988; Graefe,
2004; Banerjee et al., 2015), here a semi-empirical
relationship is proposed to estimate the friction veloc-
ity using a 2D sonic anemometer capable to record (in
a half-hourly basis) accurate values of the turbulent
standard deviation of the horizontal wind speed and
the mean wind speed as follows:

1/— —al )
U

2u”
-
where a and b are coefficients that must be calibrat-
ed against the friction velocity determined using a
triaxial sonic anemometer. Once a and b are known,
the friction velocity from 2D measurements (ux,p)
can be estimated from Egs. (2) and (3). Here the ve-
locity vector was rotated in the mean wind direction
(i.e., the cross-wind component ), thus / is related
to the turbulent intensity (Stapleton and Huntley,
1995; Pope et al., 2006; Yahaya and Frangi, 2009).
Notice that Eq. (2) can be interpreted as a relation-
ship between a drag coefficient and the turbulence
intensity (it can be rewritten as Cp~ I *°), with the
inconvenience that the measurements can be done
at different heights above ground (see Table I), so
it would not be a “standard” drag coefficient, but a
local one (Mahrt et al., 2001).

I 3)
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3. Materials and field data

The proposed semi-empirical relationship (Egs. 2 and
3) was calibrated at six sites with contrasting wind
regimes. Table I shows the site locations and experi-
ment characteristics (such as height above ground of
the instruments, canopy height, measurement dates,
number of records and mean wind speed). Figure 1
shows the map location (upper panel) and the wind
roses for each location (lower panel). Note that a
different color scale is used in S1 (wind rose) due
to its high wind speed average. The site names (and
acronyms in parenthesis) are also shown. They are
grouped according to their geographical situation in:
(1) Gulf of Mexico data sets, (2) Gulf of California
data sets, and (3) Australia data sets.

EC experiments must be carefully assessed with
statistical data quality tests (Foken and Wichura,
1996; Aubinet et al., 1999). Although most experi-
ments carry out similar pre-processing (peak remov-
al, detrending, gap filling), data quality control is
always site-specific. There exist many quality control
methods and indexes. Either method can be used with
similar results, and stationarity tests are common due
to its ease of implementation and interpretation. The
method used for each experiment can be consulted
in the next section (and references therein). This is
important in this context because one cannot use the
vertical component of the wind when using a 2D
anemometer. However, one can construct stationarity
or ogive tests with the horizontal components using
the same principles (with the obvious exception of
turbulence tests).

All bad data were previously eliminated by the
site-specific quality control schemes. We had access
to post-processed data using the EC technique (addi-
tionally we had raw data from S1 and S2). All sites
used a half-hour averaging period. Another aspect of
data processing that has to be brought to mind is wind
velocity rotation; the post-processed data was already
doubly (or triply) rotated, and a 2D measurement
can only be rotated in one axis. This subject will be
discussed in the last section, where a comparison
with single vs. double (and triple) rotation is carried
out to assess this issue quantitatively.

3.1 Gulf of Mexico datasets
The first and second experiments are Sisal (S1) and El
Palmar (S2), respectively. They are shown in Figure 1a,

both located at the NW of the Yucatan Peninsu-
la in Mexico. S1 is situated at the beach (100 m
to the shoreline), to the west end of the town of Sisal;
a 50-m height mast equipped with five sonic anemom-
eters at 3, 6, 12.5, 25 and 51 m from the ground was
used to acquire wind data between August 2010 and
September 2013. Two anemometers (12.5 and 51 m)
were 3D (Thies 3.383x) and the rest were 2D (Thies
4.382x). This site is characterized by a bimodal wind
speed U regime due to sea breeze (Figueroa-Espi-
noza et al., 2014). Dominant winds are ESE (sea-
ward) and the average wind speed is 5.77 m s~
at z = 12.5 m. Even though the terrain is flat, it is
non-homogeneous because of the internal boundary
layers caused by roughness effects on winds coming
from different directions (Figueroa-Espinoza and
Salles, 2014; Figueroa-Espinoza et al., 2014). Data
pre-conditioning included a triple rotation for 3D an-
emometers, and single rotation for 2D (Wilczak et al.,
2001). Data from a 3D anemometer at height z=12.5
will be used unless specified otherwise. The second
site is located 14 km south (inland) of Sisal, in a state
reserve called El Palmar (S2 in what follows), a tropi-
cal-dry seasonal forest (Fig. 1c; see also Uuh-Sonda et
al., 2018, 2021) in flat and homogeneous terrain whose
average canopy height ranges from 8 to 12 m. In this
site an EC tower is equipped with a WindMaster 3D
anemometer at height z=21.8 m. Data was post-treat-
ed with the EC technique, following Aubinet et al.
(1999). A double rotation of the velocity vector was
applied for all sites that adhere to this methodology
(i.e., S2, S3 and S4) (Delgado et al. 2018; Balbuena
etal., 2019; Uuh-Sonda et al., 2021). Prevailing wind
directions are EES (Fig. 1d) and, despite being in the
range of sea breeze influence (Taylor-Espinosa, 2009;
Garza-Pérez and Ize-Lema, 2017), Uat S2 (~3.2 m s‘l)
< Uat S1 (5.8 ms'). S1 data is freely available to the
public (Figueroa-Espinoza and Salles, 2020), as well
as S2 (Uuh-Sonda et al., 2020).

3.2 Gulf of California datasets

The two coastal sites from the Gulf of California
used for this study were (Fig. 1a): Estero el Soldado
(S3) and Navopatia (S4). S3 is located in a tidal
coastal lagoon in the central region of the Gulf of
California (Fig. le; Benitez-Valenzuela and San-
chez-Mejia, 2020). S3 has EC instruments including
a WindMaster 2329-701-01 3D sonic anemometer



Friction velocity estimation from 2D measurements

677

(@) (b)
—112|°0.0' —104:’0.0' —96:0.0' —88"'0.0' 105|°0.0' 120|°0.0' 135"(').0' 150°|0.0'
5 o S ‘g =
O + + + + o S \ - Ll S
o ¢ S
© 2 R .
LSO
=Y =Y
o] + Lo
5 o o
o N N
<
N
® Sisal (S1) 5 5
El Palmar (S2) £ + S
- o o
S| @ EES(S3) i T
o +
©| 4 Navopatia (S4)
@ Cape Tribulation (S5) o o
- o4 + -
Gingin (S6) 7 o
5 0 800 1600 2400 km 5 T 0 400 800 1200 km T
= [ | | | -o [ | | |
o T T T T ® T T T T
-112°0.0' —104°0.0' -96°0.0' -88°0.0' 105°0.0' 120°0.0' 135°0.0' 150°0.0'
) @ sisal(s1) (d) El Palmar (S2) e @ eeesesy
“INORTH..__ “INORTH..__
0%,
Tl 8%,
e 6%
m>=6
04-6
: : m2-4
,,,,,, SOUTH ™~ - ISOUTH~ mo0-2
Navopatia (S4) Cape Tribulation (S5) Gingin (S6)
(f) L A A (9) 4 ) (h) i
T TINORTH. T INORTHL “TINORTH.
8%, . 16%~
Tl 8%
. 6%, S
f N LY
: “:‘ 2%\ ‘ oo
ST west et easT
' m>= ’ m>=6
,,,,, 4-6 m>=6 4-6
) m2-4 /LY o4-6 0 T =2-4
SQUTH mo-2 . ISOUTH~ m2-4 —_.isOuTH” mo-

Fig. 1. (a) Location of sites S1, S2, S3, and S4 in Mexico. In the Gulf of California, the site Estero el Soldado (EES,
S3-triangle) and Navopatia (S4, dark diamond). To the SE, on the Yucatan Peninsula, El Palmar (S2, green triangle)
and Sisal (S1, pentagon). (b) Location of sites S5 and S6 in Australia. In north Queensland, Cape Tribulation (S5, dark
green diamond). To the SW, in Western Australia, represented by a green diamond, Gingin (S6). The lower panel shows
the wind roses (wind speed in m s!) for the six experimental sites, together with their respective notation.
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deployed on a small floating platform (2 x 2 m)
located at the inlet of the lagoon at 1.8 masl (Barre-
ras-Apodaca and Sanchez-Mejia, 2018). Prevailing
winds at S3 are WSW (landward; Fig. 1S3), with U
=2.5ms . EC data for S3 is available at the public
repository described in Benitez-Valenzuela et al.
(2020). S4 is located within an estuarine system
along the northern Mexican Pacific coast (Fig. 1a).
It has an EC tower with instruments, including a
Windmaster Pro 3D sonic anemometer, sitting 1.5
m above a homogeneous mangrove forest surface
(5 m mean canopy height) and has two dominant
upwind directions (WSW and SE, Fig. 1f). EC raw
data, including 10 Hz U and wind direction for both
S3 and S4 was processed using EddyPro software v.
7.0.4 (LI-COR Biosciences, USA). EC data for S4 is
available to the public as well (Granados-Martinez
et al., 2019).

3.3 Australian datasets

The two coastal sites from the Australian continent
included in this study (Fig. 1b) are: (1) the Cape Trib-
ulation flux station (S5) in north Queensland, and (2)
the Gingin flux station (S6) in Western Australia. Data
from S5 and S6 was graciously provided by Liddell
(2013) and Silberstein (2015), respectively, through
the Australian Flux Network (OzFlux), where it can
be freely accessed. S5 is located within the Daintree
Rainforest Observatory between the Coral Sea to the
east and a section of the Great Dividing Mountain
Range to the west. S5 instruments are mounted on
a crane tower at 45 m from the ground in lowland
tropical rainforest (25 m average canopy height). Pre-
vailing wind directions in S5 are SE and Uis 1.5m s
(Fig. 1g). S6 is located on the Swan Coastal Plain
(~70 km north of Perth) where a flux station equipped
with EC and micrometeorological instruments were
mounted on a 14 m tall mast inside a native Banksia
woodland with an irregular canopy (6.8 m average
tree height [Silberstein, 2020]). S6 has SW dominant
wind directions and U reaching 3 m s! (Fig. 1h). At
both S5 and S6 sites, 10 Hz wind data is measured
with CSAT 3D (Campbell Scientific, Logan, UT,
USA) sonic anemometers and processed using Py-
FLUXPro for data quality control and flux processing
(Isaac et al., 2017). For S5, additional processing to
the wind data (double rotation) was implemented
before the covariance calculation.

4. Wind regimes
Figure 2a-f shows the relationship between friction
velocity ux and the mean horizontal wind speed (2D)
U for all the experimental sites (S1 to S6). Instead of
using point clouds, we decided to plot a 2D proba-
bility histogram (PDF) based on a set of (forty) data
bins, so a color scale can tell the regions with more
frequency of occurrence.

From Figure 2 it can be inferred that for S1, S3 and
S4 (and probably S5) there are two wind regimes due
to the sea breeze (direction-dependence). For S1, two
straight lines fit data coming from the sea (small slope)
and from land (this is very clear in S1). One possibility
to estimate the friction velocity would be to perform a
linear fit in terms of the streamwise mean wind speed
U for each regime, as suggested by Weber (1999), using
the corresponding range of directions to identify the
different wind regimes when necessary. This procedure
works very well, with the inconvenience of having
different fit constants for each location and regime (one
for winds coming from land and other set of constants
for winds coming from the sea, for example). The cor-
responding values for the linear fit parameters of this
exercise for S1 are shown in Table II. Even if the wind
coming from the sea may present different behavior
depending on the sea state (Charnock, 1955; Wu, 1980;
Yahaya and Frangi, 2009), the fit is excellent (r*> 0.79);
however, other locations not so close to the coast would
be influenced by the terrain between the coast and the
measurement site. Even in S1 the distinction between
wind from the sea and from land is not sharp for wind
directions aligned (+10°) with the shoreline. The data
encompasses all atmospheric stabilities, however this
calibration would have to be done separately for every
location using the wind direction (and a 3D anemome-
ter, for at least one year). Note also that for some sites,
such as for S3 and S5, the spread of the data makes
very difficult to set a clear-cut criterion for the regime
identification, so the method would not be applicable. A
method that is insensitive to these wind regimes would
be very desirable. The use of the variance instead of the
wind speed is intended to achieve regime (and stability)
insensitivity, as discussed in the next sections.

5. Results
All experimental data sets include the velocity vari-
ance and mean wind speed U. Thus, / can be calculated
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Fig. 2. 2D probability histogram of friction velocity u+ as a function of mean
wind speed U (in m s™!) for the six sites.

Table II. Linear fit parameters for site S1 (Sisal), based
on u* vs. U (u*2D = pU + p,) for winds from land and
sea (wind speed in m s 7).

Parameter Sea Land
12 0.03633 0.1018
pr(ms™) -0.0112 -0.0718
12 0.7963 0.8614
RMSE 0.0494 0.0659

from Eq. (3) using measured data, and uxp can be
obtained from Eq. (2). Using this simple expression,
the best fit parameters (in the least squares sense,
comparing to the actual u+ from EC calculations)
correspond to a = 0.5646 with a 95% confidence
interval (CI) in the range (0.5641, 0.5652), and b =
0.2565 with a 95% C.I. in the range (0.2558, 0.2572).
These parameters are dimensionless.

A comparison of the (3D) u+ and u+,p is shown in
Figure 3, again as a 2D probability histogram, for all
experimental sites. Titles (a:S1, b:S2 and so on) are
indicated on top of each panel. White labels inside
each sub-plot indicate goodness of fit parameters
(RMSE and 1?). A color scale is shown to the right

of Figure 3f and is the same for all sub-plots. Note
that the correlation coefficient ranges from r* = 0.77
(S5) with RMSE 0f 0.09 m s~ to r* = 0.95 (S4) with
RMSE of 0.06 ms™! (see also Table I1I). It is clear that
the method based on the turbulent intensity (Egs. [2]
and [3]) succeeded in collapsing the points to a single
1:1 linear relationship for all cases, in spite of the
different wind regimes present in S1, S3 and S4 and
S5 as well as the atmospheric stability variability. The
horizontal variance, as well as [ resulted rather in-
sensitive to atmospheric stability (Stull, 1988; Weber,
1999). This was verified using the experimental data
and Eq. (2), whose fitting parameters a and b were
tabulated on Table IV for different Pasquill-Gifford
stability classes (Hall et al., 2000). Both parameters
did not vary more than 10% from the values reported
in the Method section.

Table I1I lists the fit coefficients and goodness of
fit of the data in Figure 3 (u+ as a function of ux;p).
The method works best at S2 and S4, as expected,
since these sites do not have dissimilar wind regimes
and the terrain and canopy are homogeneous. Inter-
estingly, for S3 the goodness of fit is similar to that
of S1.
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Fig. 3. 2D probability histograms of ux as a function of usp obtained from
Egs. (2) and (3). Hot colors indicate more frequent data (color bar at the
lower right). Goodness of fit parameters are also shown in the white label
inside each sub-plot (the thick black line is the 1:1 relationship).

Table III. Fit parameters and goodness of fit for Figure 4a-c (u* vs. u*2D). Figures in parentheses are the 95% confidence
intervals.

Parameter S1 S2 S3 S4 S5 S6
)21 0.8267 0.9527 0.9757 1.184 0.7956 0.9291
(0.819, (0.9487, (0.9649, (1.179, (0.7884, (0.9246,
0.8345) 0.9567) 0.9865) 1.189) 0.8028) 0.9336)
p2 (m s’l) 0.04947 0.00936 -0.03518 p2=-0.05259 0.03299 —0.008407
(0.04692, (0.007061, (-0.03913, (-0.05496, (0.02938, (-0.01076,
0.05203) 0.01166) -0.03124) —0.05021) 0.0366) —-0.006052)
. 0.7738 0.9288 0.8401 0.9429 0.7344 0.9176
RMSE 0.06564 0.07568 0.05911 0.05978 0.0974 0.0800

6. Triple and double rotation vs. single rotation
The purpose of this section is to acknowledge the
difference between performing double (or triple)
rotation (3D case) and a single rotation (the only
possible rotation in a 2D anemometer). The data
from most experiments was already averaged using

a 3D rotation scheme. To be more precise, S1 used
triple rotation and all other sites used double rotation.
Nevertheless, for S1 we actually had 2D anemom-
eters mounted on the mast (at a height of 6 and 25
m), so the estimation can be compared with the 3D
case (single rotation vs. triple rotation). Moreover,
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Table IV. Fit parameters a and b, and goodness of fit (Eq.
[2]) for different Pasquill-Gifford stability classes (Hall
et al., 2000).

Stability L a b R?
class
A -2 0.528 0.245 0.860
B -10 0.598 0.282 0.897
C -100 0.528 0.245 0.860
D 0 0.587 0.266 0.840
E 100 0.549 0.251 0838
F 20 0.534 0.255 0.825
G 5 0.542 0.280 0.793

for S5 and S6 we had the full covariance matrix and
the rotation angles, so we were able to get a “single
rotation covariance matrix” and then calculate u+;p
as one would do with a 2D anemometer.

The result of this comparison is shown in Fig-
ure 4, where this strictly 2D friction velocity u+p
is compared with the 3D u=« for sites S1 (a), S5 (b)
and S6 (c). The goodness of fit (shown inside each
sub-figure) can be compared with those of Figure 3:
for S1, RMSE increased from 0.066 to 0.067, while r?
decreased from 0.828 to 0.763. S5 and S6 also show

a: S1

r?:0.763
RMSE: 0.067

0.9 0.9 | RMSE: 0.103

0.8 0.8
0.7 0.7
0.6 0.6
405 0.5
0.4 0.4
0.3 0.3
0.2 0.2
0.1 0.1

% 0.5 1 % 0.5

Usop Y2p

b: S5
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a slight modification of goodness of fit, as expected,
although r? improved for S5. If the measurements are
carried out on a flat terrain, such as in most coastal
zones, and the instruments are well aligned (a bub-
ble level is sufficient to minimize corrections in the
vertical), the method can be applied.

Finally, note that for heterogeneous surfaces
and contrasting orography, the planar fit method
(Wilczak et al., 2001) is recommended. None of the
experimental sites present orography (coastal sites)
and only S5 presents a relatively tall canopy (~20 m,
see Table I), so a double rotation would be sufficient
for calculating fluxes.

7. Conclusions

A simple power law was proposed to estimate the
dimensionless friction velocity u« U™ using only
2D data (horizontal velocity components) from wind
measurements at high acquisition rates (of 10 Hz,
in this case). This method of estimation was put to
test using experimental data coming from six inde-
pendent experiments carried out in coastal zones of
both northern and southern hemispheres (see Table I).
Note that at least three of the sites (S1, S3 and S4)

r?:0.910
RMSE: 0.082

0.5 1
Uop

Fig. 4. PDF of actual (3D) friction velocity us vs. estimated friction velocity u«p, obtained from 2D
velocity components with single rotation, for the sites (a) S1, (b) S5 and (c) S6. Goodness of fit statistics
are shown inside the white labels (the thick black line is the 1:1 relationship).
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show two wind regimes due to sea breeze influence,
making the estimation a challenging task.

The results show a very good agreement between
the 2D estimate of the friction velocity ux,p and ux
(from the 3D EC methodology). The goodness of fit,
with 1> > 0.77 in all cases, proves that the methodol-
ogy can be used at least in flat terrain (homogeneous
or complex canopy) like that of coastal zones far
from the influence of significant orographic features.

Given the affordability and wide use of 2D an-
emometers in modern meteorological stations, this
study suggests that more estimations of ux could
be carried out by research groups and specialists
of different disciplines, particularly in developing
countries where 3D anemometry is precluded by
the high cost of 3D sonic instruments. Moreover,
some sites are located only meters from the shore-
line, so the method may also be valid to estimate
u+ above the sea surface (or other bodies of water).
More research should be carried out in different
experimental conditions. In particular, it would be
interesting to test (and adapt) the method in complex
orography, urban zones and tall and heterogeneous
canopies.
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RESUMEN

El pronéstico especifico en tiempo e intensidad, a muy corto plazo o inmediato, es el mayor reto al que se
enfrenta un meteor6logo acrondutico. El radiometro de microondas terrestre (MWR, por sus siglas en inglés)
se ha utilizado para realizar predicciones inmediatas de la actividad convectiva y se determin6 que existe una
buena comparacion entre los parametros termodinamicos derivados del MWR y las observaciones de radio-
sondas GPS, lo que indica que las observaciones realizadas con el MWR se pueden utilizar para desarrollar
técnicas de prediccion inmediata de condiciones convectivas severas. En este estudio se busca resaltar la
eficacia de MWR en tormentas eléctricas y niebla de prondstico inmediato. En primer lugar, las observacio-
nes del MWR ubicadas en Palam, Nueva Delhi, India, se han comparado con los datos de la radiosonda mas
cercana para determinar la variacion en los perfiles respectivos. Se encontraron grandes diferencias en la
humedad relativa (RH), mientras que las temperaturas del MWR se encontraron cercanas a la temperatura de
radiosonda observada hasta 3.5 km. Posteriormente, los gréaficos de dispersion y el coeficiente de correlacion
de los indices/parametros termodinamicos indicaron que la mayoria de los parametros no estan correlacio-
nados o tienen una correlacion moderada sélo para los perfiles a las 12:00 UTC. La técnica superepoch de
composicion rezagada para varios indices/parametros termodinamicos para obtener una imagen combinada
de todos los casos de tormenta y niebla densa en la serie de tiempo no pudo determinar ninglin patrén para
predecir tormentas y niebla densa con un tiempo de espera de 2-4 h. Se analiz6 el perfil del MWR para un caso
de ocurrencia de tormenta. No se observo una variacion significativa en la mayoria de los indices (calculados
a partir de los parametros observados con el MWR) antes de que ocurriera la tormenta. La HR a nivel de
congelacion y entre 950 y 700 hPa fueron los unicos parametros que aumentaron 4 h antes de la ocurrencia.

ABSTRACT

Time and intensity-specific very short-term forecasting or nowcasting is the biggest challenge faced by an
aviation meteorologist. Ground-based microwave radiometer (MWR) has been used for nowcasting con-
vective activity and it was established that there is a good comparison between thermodynamic parameters
derived from MWR and GPS radiosonde observations, indicating that MWR observations can be used to
develop techniques for nowcasting severe convective activity. In this study, efforts have been made to bring
out the efficacy of MWR in nowcasting thunderstorms and fog. Firstly, the observations of MWR located at
Palam, New Delhi, India have been compared with the nearest radiosonde data to ascertain the variation in
respective profiles. Large differences were found in relative humidity (RH), whereas temperatures from MWR
were found to be close to radiosonde observed temperature up to 3.5 km. Subsequently, the scatter plots and
correlation coefficients of thermodynamic indices/parameters indicated that most of the parameters are either
not correlated or have moderate correlation only for 12:00 UTC profiles. The superepoch technique of lagged
composite for various thermodynamic indices/parameters to obtain a combined picture of all the thunderstorm
and dense fog cases on the time series could not determine any pattern to predict thunderstorm and dense

© 2022 Universidad Nacional Autonoma de México, Instituto de Ciencias de la Atmosfera y Cambio Climatico.
This is an open access article under the CC BY-NC License (http://creativecommons.org/licenses/by-nc/4.0/).



688 S. Mishra et al.

fog with lead time of 2-4 hours. MWR profile for a case of occurrence of thunderstorm was analyzed. No
significant variation was observed in most of the indices (as calculated from MWR observed parameters)
prior to the occurrence of thunderstorm. RH at freezing level and between 950 and 700 hPa levels were the
only parameters, which increased four hours prior to the occurrence.

Keywords: radiosonde, microwave radiometer, nowcasting, superepoch analysis.

1. Introduction

1.1 Radiosonde and need of real time profiling
Information about the vertical atmospheric profile
plays an important role in weather prediction. Radio-
sondes have been some of the most reliable means
of retrieving these profiles. It is common practice to
examine the temperature and humidity profiles mea-
sured by radiosonde and its derived thermodynamic
indices/parameters in nowcasting convective weather
events. Meteorologists have estimated the wind gust
based on temperature, humidity and wind measure-
ments (Lee, 2007). However, radiosonde profiles are
discrete in nature and are available twice a day in
general. On the other hand, weather instances are due
to continuous changes in the atmosphere and these
changes are more dynamic in pre-monsoon season,
especially in tropical region. This necessitates the
use of an equipment capable of continuous profil-
ing to support nowcasting. MWR provides vertical
profile of the atmosphere high temporal resolution.
The ground-based microwave radiometer (MWR)
is a passive sensor that provides continuous atmo-
spheric profile from surface to 10 km. It measures
the radiation intensity at different frequencies in the
microwave spectrum, which are dominated by the
absorption/emission of atmospheric water vapor,
cloud liquid water and oxygen (Rose et al., 2003).

1.2 Earlier studies using MWR

As per Leena et al. (2015), analysis of MWR-mea-
sured temperature (specific humidity) has a warm
(wet) bias below 3 km and cold (dry) bias above that
altitude. However, correlation of stability indices
estimated from radiometers and radiosondes showed
fairly good correlation, with a correlation coefficient
greater than 0.5 with 95% significance. Madineni et
al. (2013) studied MWR profile over Indian region
and depicted that MWR observations show warm
(cold) bias in the temperature, except at 0.5 km, when
compared to radiosonde observations below (above)
3-4 km, assuming latter as a standard technique. In

case of water vapor, MWR observations show wet
(dry) bias below (above) 2-3 km depending on the
time. Venkat et al. (2013) reported warm (cold) bias
in temperature below (above) a 3-4 km height when
compared with radiosonde measurements. They
also noticed a wet (dry) bias in specific humidity for
6-8 g kg! below (above) 2-3 km. Chan (2009)
brought out that MWR does not cater for the scat-
tering effects of rain in the given frequency and
hence it must be used with caution during the actual
occurrence of precipitation.

1.3 MWR in the Indian Air Force

The Indian Air Force (IAF) is in possession of 21
MWRs evenly distributed across the country. These
are MP-3000A series passive radiometers, which pro-
vide continuous thermodynamic profile of the plan-
etary boundary layer (PBL) and above up to 10 km.
The equipment measures brightness temperature in
both water vapor and oxygen bands and produces at-
mospheric sounding similar to that of radiosonde ev-
ery minute. The system scans 21 K-band frequencies
(22-30 GHz) and 14 V-band frequencies (50-59 GHz),
which are dominated by absorption of water vapor
and oxygen molecules, respectively. Retrievals are
broadly classified into two domains, i.e., zenith and
oft-zenith (20°) to mitigate heavy precipitation. The
intensities thus received are converted to tempera-
ture and moisture profiles by applying the Radiative
Transfer Equation (RTE), historical soundings of
nearby station and artificial neural network.

1.4 Nowcasting with MWR

In the field of aviation, thunderstorms and dense fog
are considered as most dangerous aviation weather
hazards. Historically, very short-range forecasting
of convective weather incidents were based on the
extrapolation of radar reflectivity echo. However,
the accuracy of these predictions decreases very
rapidly in first 30 min because of short life span
of convective cells. For forecasts periods beyond
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20 min, techniques for predicting the initiation,
growth and dissipation of convective storms are
essential (Hering et al., 2004). Similarly, significant
changes occurring within the PBL are most important
to be trapped to predict the occurrence or dissipation
of dense fog. MWR has the advantage of continuous
monitoring of atmosphere and can play an important
role in nowcasting these events. A comprehensive
study by Chan (2009) discussed the importance of
MWR profile in nowcasting of intense convective
weather over Hong Kong. Later (Chan, 2009), he
elaborated the importance of MWR derived indices
and their usage in nowcasting by correlating derived
variables with the lightning activity. Madhulatha et
al. (2013) presented the superepoch analysis to bring
out the changes in various thermodynamics indices
in pre-convective environment.

1.5 Thermodynamic indices of MWR and radiosonde
Thermodynamic indices are considered as predictors
for forecasting aviation weather hazards. The thresh-
olds values of indices calculated from radiosonde
observations may not be the same as calculated with
the MWR profiles, as both equipments have different
working principles. MWR data is to be validated
against the nearest radiosonde profile to understand
the degree of variation. This paper presents valida-
tion of profiles of the MWR installed at Palam, New
Delhi, India, vis-a-vis the nearest radiosonde station
of India Meteorological Department (IMD) at Saf-
darjung, New Delhi. Efforts have also been made to
study the correlation between the various thermody-
namic indices generated by MWR and radiosonde
data sets. These indices have been studied further on
the temporal scale to bring out the usage of MWR in
nowcasting thunderstorm and fog events over Delhi.

2. Instrumentation and methodology

2.1 Instrumentation over the area of experimenta-
tion

2.1.1 Palam radiometer

The radiometer installed at Palam (28.5° N, 77.1° E,
237 masl), Delhi measures radiation intensity at water
vapor (22-30 GHz) and oxygen channel (50-59 GHz)
to obtain the temperature and humidity profile. MWR
generates profiles every 2 min with 50 m vertical
resolution up to 0.5 km, 100 m resolution from 0.5 to

2 km and 250 m resolution from 2 to 10 km. A total of
three retrievals are available for a given time period,
1.€., one zenith and two off-zeniths on either side at
a 20° angle. An average of all the three profiles for
each time frame is also made available to the users.
However, for the present study only the zenith scan
has been utilized. Retrieval of temperature and hu-
midity profiles from radiation intensity is done by
applying RTE and artificial neural networks to his-
torical sounding data. The accuracy of temperature
and RH sensor of MP-3000A series radiometer is
claimed to be 0.5 °K and 2%, respectively, which is
at par with radiosonde observations.

2.1.2 India Meteorological Department radiosonde
Radiosonde data of the nearest India IMD observa-
tion station, Safdarjung (28.5° N, 77.2° E, 216 masl,
Delhi, is used as the base profile to carry out the com-
parative study. The observations are available twice
(00:00 and 12:00 UTC) daily. Both the profiles have
been studied separately in this paper for eight cases
of thunderstorm and three cases of dense fog events
over Delhi. Occurrence, cessation and variation in
the intensity of weather events were studied through
half hourly aerodrome routine meteorological reports
(METAR). Convective events were further substanti-
ated by a Lightning Detection System (LDS) of IAF,
a Doppler Weather Radar (DWR) at the Indira Gandhi
International Airport (IGI), Delhi and INSAT-3D IR1
images of the relevant time period. Various cases
of the significant weather events considered in the
present study are shown in Table 1.

Table I. Cases of occurrence of thunderstorms and fog.

No. Type of event Date
1 Thunderstorm 07 May 2018
2 Thunderstorm 27 Jun 2018
3 Thunderstorm 22 Jul 2018
4 Thunderstorm 26 Jul 2018
5 Thunderstorm 06 Sep 2018
6 Thunderstorm 08 Sep 2018
7 Thunderstorm 22 Jan 2019
8 Thunderstorm 07 Feb 2019
9 Fog 01 Jan 2018
10 Fog 06 Jan 2018
11 Fog 29 Jan 2018
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2.2 Methodology

In the first part of this study, validation of MWR data
is undertaken with the nearest radiosonde profile.
Thereafter, a total of nine parameters were studied
to bring out the correlation between both the derived
profiles: K-Index (KI, in °C); Total Totals Index (TTI,
in °C); Vertical Total Totals Index (VTT, in °C);
Cross Total Totals Index (CTT, in °C); MEAN_RH
(950-700 hPa, in %); RH at freezing level (FL, in %);
TEMP_DIFF (950-700 hPa, in °C); TEMP_DIFF
(700-400 hPa, in °C), and TEMP_DIFF (400-
300 hPa, in °C). P value for each set of indices has
been calculated using t-test to bring out the proba-
bility of variation between datasets.

KI is a measure of thunderstorm potential based
on the vertical temperature lapse rate, and the amount
and vertical extent of low-level moisture in the atmo-
sphere, calculated as KI=T(850 hPa) + Td(850 hPa)
— T(500 hPa) — DD(700 hPa) x VTT, represents
static stability or the lapse rate between 850 and
500 hPa, calculated as VIT=T(850 hPa)—T(500 hPa).
Whereas CTT includes the 850 hPa dewpoint and
is represented as CT =Td(850 hPa) — T(500 hPa).
The Total Totals Index consists of two components,
vertical totals (VTT) and cross totals (CTT). As a
result, TTI accounts for both static stability and 850
mb moisture but would be unrepresentative in situa-
tions where the low-level moisture resides below the
850 mb level. TTI can be calculated as TTI=VTT +
CTT. Mean RH between 950-700 hPa and at freezing
level (RH_FL), along-with temperature differences
at three distinct levels, was calculated to derive the
moisture availability and lapse rate in the atmo-
sphere. Last part of the study deals with plotting and
studying the temporal variation of stability indices in
pre-convective environment. The superepoch analy-
sis is carried out with the aim to comment upon the
utility of these indices in nowcasting thunderstorm
and dense fog events over Delhi.

3. Results and discussion

3.1 Validation of MWR profile using radiosonde
data

3.1.1 Comparison of 00:00 and 12:00 UTC profiles
Temperature and RH profiles of MWR and nearest
radiosonde (Safdarjung, Delhi) observations have
been compared for all the 11 cases. Mean profiles of

S. Mishra et al.

the MWR zenith scan for 00:00 and 12:00 UTC and
radiosonde are shown in Figures 1 and 2, respectively,
where the Y-axis depicts altitude of the comparison in
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Fig. 1. 00:00 UTC composite profiles along with standard
deviation observed for all cases under study. (a) Tempera-
ture). (b) Relative humidity (%). (c) Differences between
radiosonde and MWR temperatures (blue line) and relative
humidity (red line).
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Fig. 2. 12:00 UTC composite profiles along with standard
deviation observed for all cases under study. (a) Tempera-
ture). (b) Relative humidity (%). (c) Differences between
radiosonde and MWR temperatures (blue line) and relative
humidity (red line).

meters above mean sea level. Temperature profiles for
both 00:00 and 12:00 UTC represent the close match
up to 3.5 km (Figs. 1a and 2a). However, temperature

has a variation of 1-2 °C (RS-based temperatures are
higher as compared to MWR) at middle and upper
levels as shown in the difference profile of Figures I¢
and 2c. MWR profiles show a cold bias above
3.5 km and the trend remains the same with varia-
tions in quantity at various levels. Contrast in the
RH profile was found to be large at different levels
for both 00.00 and 12:00 UTC (Figs. 1b and 2b).
Deviation is even larger at lower levels, i.e., below
3.5 km. Figures 1c and 2c depict the difference plot
of RH. It clearly shows the presence of a dry bias in
the range of 30-50% up to 3.5 km, and thereafter a
wet bias of 20-30% at higher levels. The variations
in RH were found to be higher (about 10-15%) for
the morning profiles.

3.1.2 Variations in MWR-radiosonde profiles

Chan and Hon (2011) established that the measure-
ment principle of the two instruments is different
(volume integral above a fixed location on the ground
for radiometer vs. point measurement of a drifting
balloon for radiosonde), hence there are biases and
spreads of the data, but the trend was found to be
identical. However, the present case study reflects
that only the temperature trend of both profiles match-
es, whereas the RH profile has variations, primarily
up to 3.5 km.

3.2 Correlation between MWR and radiosonde ba-
sed indices

Correlation and p-value (using a t-test) between
MWR and RS-based indices were calculated sepa-
rately for 00:00 and 12:00 UTC profiles (Table II).
A total of nine indices/parameters of zenith scan of
MWR and nearest RS station have been studied.
The results showed that none of these indices are
correlated for the 00:00 UTC profile. However,
moderate correlation in KI, VTT, TTI, MEAN RH
(950-700 hPa) and TEMP_DIFF (950-700 hPa) were
observed for the 12:00 UTC profile. The scattered
plots of one of the least (KI for 00:00 UTC) and best
(TEMP_DIFF between 950 and 700 hPa for 12:00
UTC) correlated indices are depicted in Figure 3,
which the high variation of parameters derived form
MWR and radiosonde profiles are confirmed. The
best-fit line along with the equation are shown over
the plots; however, it cannot be used for forecasting
purposes.
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Table II. Correlation between MWR- and radiosonde-based indices at 00:00 and 12:00 UTC.

No. Indices Correlation values (R)/p-value  Correlation values (R)/p-value
(00:00 UTC) (12:00 UTC)
1 KI 0.09/0.79 0.49/0.12
2 CTT 0.09/0.79 0.25/0.45
3 VTT 0.16/0.63 0.49/0.12
4 TTI 0.16/0.63 0.36/0.27
5 MEAN_RH (950-700 hPa) 0.16/0.63 0.49/0.12
6 RH_FL 0.04/0.90 0.16/0.63
7  TEMP_DIFF (950-700 hPa) 0.04/0.90 0.81/0.002
8  TEMP_DIFF (700-400 hPa) 0.09/0.79 0.16/0.63
9  TEMP_DIFF (400-300 hPa) 0.16/0.63 0.16/0.63
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Fig. 3. Scatter plot of MWR-radiosonde indices generat-
ed with 00:00 and 12:00 UTC profiles. (a) KI (in °C) at
00:00 UTC with one of the lower correlations (0.09). (b)
Temperature differences between 950 and 700 hPa (in °C)
at 12:00 UTC with best correlation (0.81).

3.3 Case study of thunderstorm over Delhi on Fe-
bruary 17, 2009

3.3.1 Cases under study

A total of eight thunderstorm cases over Delhi have
been studied. An elaborated analysis of a thunder-
storm event occurred on February 7, 2019 has been
covered in this section.

3.3.2 Weather sequence

Cyclonic storms associated with the mid latitude
Subtropical Westerly Jet (SWJ), referred to as
Western Disturbances (WDs) play a critical role in
the meteorology of the Indian subcontinent. WDs
embedded in the southward propagating SWJ pro-
duce extreme precipitation over northern India and
are further enhanced over the Himalayas due to oro-
graphic land-atmosphere interactions (Dimri et al.,
2015). A similar type of extra-tropical system moved
across the northern region on February 7, 2019.
INSAT-3D (IR1) satellite images of that day from
10:30 to 13:30 UTC (Fig. 4) depict the presence
of multi-layered clouding embedded with intense
convection in isolation over Delhi and adjoining
area. METAR reports of IGI airporta in Delhi reveal
the commencement of thunderstorm activity with
effect from 11:30 UTC.

3.3.3 Movement of convective cells

The MWR location is approximately 10 km (aerial)
southwest of the IGI airport, Delhi. The Max (z)
product of DWR, installed at the airport, is shown
in Figure 5. It clearly indicates the presence of a
convective cell southwest of the MWR station at
10:32 UTC with vertical extent up to 6 km. This cell
can be seen overhead at 11:02 UTC with a new one
developing in southwest direction at a distance of
20 km. A second convective cell reached overhead
by 12:32 UTC. Reflectivity on both occasions was >
57.0 dBZ, which substantiates the presence of intense
convection.
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Fig. 4. INSAT-3D (IR1) images of February 7, 2019 from 10:32
to 13:02 UTC.

3.3.4 MWR profile of the episode

Pre- and post-convective environment of February
7, 2019 was also studied in the light of MWR based
profile. Timeline of temperature, RH and vapor
density variations are depicted in Figure 6, where
it is clearly shown that vertical temperatures were
insensitive to the pre-convective environment and
sharp changes could only be seen during the actual
occurrence of the weather event (11:30 UTC). High
RH% (> 90%) was seen at lower levels (up to 1.5 km)
at 09:00 UTC and the same reduced thereafter until
the time of occurrence. RH was seen increasing
gradually from 09:00 UTC onwards between 3 and
6 km. However, the quantity reduced significantly to
70% just prior to the occurrence. Absolutely saturated
atmosphere is depicted during the time of occurrence
of both the spells. A gradual increase of vapor density
was also observed prior to the occurrence, wherein
the values reached from 1 to 7 g m~ in between 2

and 3 km levels. At lower levels the gradient was
higher, with an increase of approximately 8.0 units.
Maximum contours in the values coincide with the
time of occurrence. Vapor density is the only param-
eter showing significant changes in pre-convective
environment. The rise in this feature is indicative of
the increase in saturated water content at different
levels of the atmosphere which contributed to the
convective build-up.

3.3.5 Lightning counts and MWR indices

The case was further analyzed by calculating and
studying the variation of MWR-based indices. For
that purpose, pre- and post-convective hourly values
of the various indices/parameters have been plotted
against the total number of lightning flashes sensed
by the IAF LDS within 50 km of the MWR location.
Figure 7 shows the variation in different indices
with respect to number of lightning flashes on the
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